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Abstract 
As defined by the CODAC (COntrol, Data Access and 

Communication) Architecture of ITER, a Plant System 

Host (PSH) and one or more Slow Controllers are 

connected over Switched Ethernet network. Siemens 

PLCs (Programmable Logic Controller) are standardized 

by CODAC as the Slow Controllers. An important part of 

Software Engineering for Slow Controllers is the 

standardization of communication between PSH and 

PLCs. Siemens PLCs offer various communication 

services such as OpenIE, Send/Receive and S7 

Communication which are supported over transports such 

as TCP, ISO-On-TCP (RFC1006). Based on prototyping 

and performance evaluation, OpenIE communication over 

TCP was selected as it offers best performance and is also 

easy to use and configure. OpenIE Communication is 

used to implement the communication on PLCs to support 

the CODAC data model. The implementation is packaged 

with the Standard PLC Software Structure (SPSS) which 

is a part of official CODAC Core System release. SPSS 

can be easily configured by the SDD (Self-Description 

Data) Tools supporting PLC integration with EPICS 

IOCs. However, OpenIE is restricted to the PROFINET 

interface of PLC-CPUs and is not available on PLC-CPs 

(Communication Processor). Thus OpenIE can’t be used 

for redundant PLCs and when the PROFINET connection 

is needed for remote IOs. So another version of SPSS 

developed with Send/Receive communication is used to 

support communication over CPs. The S7plc EPICS 

driver is extended to support CODAC requirements and 

to support redundant PLCs. This paper describes PLC 

communication standardization in the context of CODAC 

environment. Future developments of EPICS driver to 

support the ISO-On-TCP and S7 communication are 

presented briefly. 

INTRODUCTION 

To ensure the integrated operation of large number of 

ITER plant systems, CODAC has laid down uniform 

standards, methodologies for the Instrumentation & 

Control (I&C) in the Plant Control Design Handbook 

(PCDH) [1]. Overall I&C architecture [2] is defined with 

building blocks such as the PSH, Slow Controllers and 

Fast Controllers communicating over switched Ethernet 

(Fig.1). The PSH is a Red Hat Linux platform executing 

EPICS IOCs (Input Output Controller) and the Slow 

Controller is one of the SIEMENS PLCs from the ITER 

catalogue [3]. 

 

 
Figure 1: Plant System I&C Architecture. 

 

CODAC standards are effectively implemented by the 

software tools and components of CODAC Core System 

v 4.1 (CCS) [4, 5].  Siemens PLC communication with 

EPICS IOC is one of the standard components of CCS. It 

is implemented by the CODACInterface on PLC as a part 

of SPSS [6] and the extended S7plc EPICS Driver which 

are components of CCS. Together they implement a 

CODAC plant system data model (Fig.2). SDD Tools of 

CCS namely the SDD Editor or SDD Web Application 

generates plant system I&C applications to easily 

configure these components. 

CODAC standardization of PLC communication will 

be used for all ITER plant systems. Development, 

challenges and evolution of these components is 

described in following sections. 

CODAC PLANT SYSTEM DATA MODEL 

 
Figure 2: CODAC Plant System Data Model. 

 

CODAC has defined the plant system data model with 

buffers named State, Configuration and SimpleCommands 

[7]. The State consists of all plant system process 

variables and timestamp sent periodically from PLC to 

PSH. The Configuration consists of all set-points and 

other values sent from PSH to the PLC. And the 

SimpleCommands is used to generate specific events on 

PLC from PSH. 

CODAC performance requirement for State buffer is 

8KBytes every 50ms. A specific structure is imposed on 
 ____________________________________________  
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the State to include a time stamp and to detect 

communication errors (Fig.3). The State has a 58 byte 

header and 4 byte footer with all plant system variables in 

between. Fixed values of header, footer and length are 

used to confirm the consistency of communication. A 

unique version identifier generated by SDD Editor is used 

to compare and ensure a unique connection between an 

IOC and a PLC. PLC time in the header provides the 

time-stamp for all the process variables. 

 

 
Figure 3: State Header. 

 

The CODAC data model is implemented by 

CODACInterface on a PLC and S7plc EPICS Driver 

Extensions (Fig.4) on a PSH as described in following 

sections. 

CODACINTERFACE ON PLC 

Communication services of Siemens PLCs [8] namely 

the OpenIE, Send/Receive and S7 were prototyped and 

evaluated to select the best communication service for the 

PLCs (Table1). 

 

Table 1: Siemens PLC Communication 

 
 

OpenIE over TCP offers best performance and is very 

easy to configure but it is available only on CPUs and not 

on CPs. Communication over CPs is necessary for 

redundant PLC configurations and also where the 

Ethernet connection on the CPU is used for the 

PROFINET remote IOs. In such cases it is necessary to 

use Send/Receive for communication with PSH over CP. 

Send/Receive performance is slower than OpenIE and 

requires communication channels to be configured in 

STEP7. S7 Communication is also a very useful option 

for as it is supported by all Siemens PLCs with no 

programming in STEP7. It uses the ISO-On-TCP 

(RFC1006) transport and is very much slower than 

OpenIE or Send/Receive. 

The SPSS [6] of CODAC is the starting point of PLC 

software development. It provides a common program 

structure for PLC software of all ITER plant systems. As 

a part of SPSS the CODACInterface implements the PLC 

end of CODAC data model. The CODACInterface is 

implemented with OpenIE and Send/Receive both. The 

required mechanism is chosen by appropriately compiling 

the SPSS. The SDD editor generated PLC files are 

imported and compiled in STEP7 to generate the State, 

Configuration and SimpleCommands DBs (Data Blocks) 

and configure CODACInterface to communicate these 

DBs with PSH} (Fig.4). 

 

 
Figure 4: PLC Communication Standardization. 

S7PLC EPICS DRIVER EXTENSION 

S7plc [9] is a widely used open source EPICS driver 

that implements communication with Siemens PLCs for 

the EPICS IOCs supporting all PV record types. S7plc 

periodically receives a data buffer from the PLC to update 

all the input PVs mapped on this buffer. Similarly it sends 

the output buffer to PLC when any of the output PVs 

change. 

S7plc is extended to support the CODAC data model 

with time stamping and error detection. The States and 

Configuration are mapped respectively on the input and 

output buffers on IP port 2000 of PLC. SimpleCommands 

are mapped on the output buffer on port 2001 of PLC. 

State buffers received by the receive thread of S7plc are 

checked for correctness before they could be used for 

record processing. Any error with header, footer, length 

or version string is reported as communication alarm. All 

input PVs are assigned the timestamp from the State 

header. Difference in successive timestamps is monitored 

to detect State frames that may be lost or delayed in PLC. 

S7plc is also extended to support safety or high 

availability PLCs operating in hot-standby mode where 

both the CPU/CPs of the redundant configuration 

simultaneously send same State buffer to the PSH. 

Duplicate State buffers from redundant CPUs are ignored 

by the S7plc. 

Due to delay in TCP ACK (acknowledgement) from 

PSH to PLC, occasionally a few buffers get queued in the 

PLC. The queued buffers are received much faster than 
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S7plc could process them completely with the non-

blocking scanIoRequest (EPICS call to trigger record 

processing). So scanIoRequestBlocking (blocking 

version of scanIoRequest) is developed and used to 

ensure that the received State is fully processed by the 

S7plc before it receives next buffer. 

FURTHER DEVELOPMENTS 

Due to the ease of use and support by all Siemens 

PLCs, S7 Communication is a very good option to 

develop low performance features such as debugging and 

simulation. 

LIBNODAVE [10] provides an open source 

implementation of S7 on top of ISO-On-TCP transport. 

S7 implements a proprietary interface to access any 

Siemens PLC DB or memory resources. S7 and ISO-On-

TCP are extracted from LIBNODAVE to implement an 

ASYN device support. ASYN [11] defines a very good 

framework for modular architecture of EPICS device 

support.  

Asyn based PLC driver support is proposed and 

prototyped using standard EPICS IP port drivers, an 

interpose layer and EPICS record processing layer (Fig.5) 

[12]. With a separated interpose layer it possible to add, 

remove or replace any protocol with no changes in the 

IOC. 

 

 
Figure 5: Asyn PLC Driver Support. 

 

S7 and ISO-On-TCP protocols are implemented as 

interpose layer. In case of OpenIE or Send/Receive 

communication with TCP transport, the interpose layer 

could be ignored completely. Thus it is possible to have 

any protocol or no protocol as required. This Asyn PLC 

driver is being used to develop a prototype CODAC plant 

system application. 

CONCLUSIONS 

The CODACInterface implemented with OpenIE and 

Send/Receive is available as a part of SPSS. The S7plc 

EPICS Driver extensions support all CODAC features 

and redundant PLCs. Both components which implement 

standard PLC communication for CODAC I&C 

applications are part of official CODAC Core System 

version 4.1 [5], making it is possible to support CODAC 

data model for all Slow Controller architectures. 

S7 and ISO-On-TCP protocols are prototyped based on 

ASYN architecture. They are not part of the official 

release but are being used for special communication 

requirements. 

DISCLAIMER 

The views and opinions expressed herein do not 

necessarily reflect those of the ITER Organization. 
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