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Abstract
Since commissioning the high-brilliance, 3rd-generation

light source, PETRA-3 in 2009 [1] the accelerator oper-
ation has become routine. To guard the machine against
damage a Machine Protection System (MPS) was built [2].
Alarms and beam information are collected by the MPS
and can be used to analyse beam losses and dumps. The
MPS triggers a visual diagnostic software [3], which is
used to analyse the hardware dump cause. The diagnostic
software is based on a Domain Specific Language (DSL)
architecture. The MPS diagnostic application is designed
with a server-client architecture and written in Java. The
communication protocol is based on TINE [4]. We charac-
terise the data flow of the alarms and the DSL specification
and describe the composition from the delivered structure
to a single, human understandable message.

MOTIVATION
For an ordinary operator it is often difficult to identify

the cause of a beam loss in the MPS Client application,
see Fig. 1. Numerous small coloured squares representing
mixed devices are horizontally sorted according to its po-
sition in the storage ring. Unrelated conditions can eas-
ily confuse the operator as to the cause of a beam loss
event. Expert analysis is often required. Thus a rule-based
logic which effectively automates the expert’s knowledge
was implemented in the MPS Diagnostic application. It
deduces from the collection of distributed devices across
the entire PETRA storage ring an easy and comprehensi-
ble message of the beam loss cause. As a communication
protocol for transferring information between the dedicated
hosts the TINE protocol [5] and its dedicated TINE Event
Archive service [6] (EAS) is utilised, where raw event data
is stored. All involved applications are written in Java.

INTRODUCTION
The MPS Diagnostic software is a collaboration of

DESY groups for instrumentation (MDI) and controls
(MCS). The purpose of the MPS Diagnostic software is to
allow a human operator to determine the cause of a beam
loss with a useful and comprehensible tool. A short intro-
duction to the hardware and server follows.

The MPS hardware is a fast technical interlock system
which is distributed over the whole PETRA storage ring. If

∗Retired 2013.
† Retired 2012.
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Figure 1: MPS Client application with the MPS alarm state
on the left side. On the right side you see a description of
the involved modules. At the bottom are buttons to manu-
ally dump the beam.

an interlock alarm of certain devices such as Beam Position
Monitors (BPM), vacuum shutters, radio frequency (RF)
system or magnet power supplies indicates an unsafe con-
dition the MPS generates within a few hundred nanosec-
onds a dump trigger which is then sent to the RF system.
The RF then shuts down the beam during several orbits in
approximate 400 µs. The beam is then dumped.

The protection part of the MPS hardware is independent
of its diagnostic feature and furthermore is also indepen-
dent of the function of the field bus and server connection.

Additionally, the MPS measures the effective beam cur-
rent to detect fast beam losses. Due to the MPS hardware
synchronisation on the timescale of sub-microseconds it
can determine if a beam loss forced an alarm (e.g. BPM) or
if the alarm occurred first and forced the MPS to dump the
beam. A typical situation is beam loss due to an RF failure.
This is immediately detected by a BPM because of orbit
deflection. The BPM then triggers an alarm to the MPS
which dumps the beam. This dump is only a consequence
of the prior beam loss.

To allow diagnostic investigation on a beam-loss event
all data provided by the MPS hardware are transmitted to
the MPS server as a snapshot and is provided for post-
mortem analysis [7]. The MPS server fills the internal
buffer with the new event and stores the data in the event
archive. As a unique identifier for the event archive the
time stamp of the event is taken.
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The devices can be distinguished by temperature, BPM,
magnet power supplies, RF, vacuum (getter pumps (GP)
and vacuum shutters (SV)), undulator, or personal interlock
(PI). The raw data array carries information about the alarm
states of a specific MPS alarm device, where aggregated
alarms1 can also be handled.

Figure 2: Overview of the MPS system. The red lines in-
dicate alarm signals which causes a beam dump. The blue
lines are only for analysing beam losses.

Figure 3 presents the communication overview for all
relevant elements.

Figure 3: Overview of the communication. SErial DAta
aCquisition (SEDAC) is a proprietary field bus for commu-
nication between devices invented by DESY in 1976.

ANALYSIS AND DESIGN
As a basis for further discussion, we consider that the

accelerator has already lost the beam as a precondition
and the corresponding buffer in the MPS server and event
archive is filled with the raw event data array. Under this
condition the MPS server delivers the data for post-mortem
analysis.

1An example of an aggregated alarm is the temperature interlock.

RAW DATA STRUCTURE
The delivered raw data structure from the MPS server

consists of different items. For diagnostic purposes only
a subset is relevant: the collection of all involved alarm
inputs, the detected time stamp when the beam loss was
detected, and the time correlation when the beam loss
event occured and the causative alarms. Moreover a flag
informs the diagnostic implementation about whether the
MPS dumped the beam which caused the beam loss or if
the alarm are just a consequence of the beam loss. The
MPS alarms from the raw data structure corresponds to an
array of meta informations published by the MPS server.
This published array represents the corresponding group
for each alarm. This associative structure is used to iden-
tify which MPS alarm belongs to which group and adds
the alarm to the group. The following summary shows the
important group elements:

• BPMs

• Temperatures and water flow sensors (DDW)

• Fast beam shutter (SSK), undulator gap, undulator
failure, and vacuum interlock

• Vacuum GP, SV, and hand valve

• Corrector, chopper, and thyristor magnets

• Personal interlock, manual dump key, software dump,
screen monitor (SM), and wiggler gap

• RF high voltage, thyristor, and blanking produce a
failure

• Fast kicker magnets

• Beam current limit

Additionally, each MPS alarm implies a specific alarm
code. Hence a subset of all relevant alarms reduces the
number of elements to a minimum for an event. The fol-
lowing, very general list classifies all possible events [8]:

• alarm was just before beam loss (i.e. RF failure);
beam was not lost due to MPS dump, but BPM alarm
can be a consequence of a beam loss

• dump condition was applied and is an initial alarm

• dump was cause by simultaneously triggered alarms;
MPS evaluates the chronologic order

• beam loss without alarm

Only alarms matching one of these conditions are evalu-
ated by the diagnostic application.
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MPS EVENT

To create an MPS event the following pseudo code is
executed:

1 c r e a t e MPSGroup c o l l e c t i o n
loop o ve r a l l EMPSGroup

3

c r e a t e MPS a la rm c o l l e c t i o n
5 l oo p ove r a l l MPS a la rm e l e m e n t s

7 when MPS a la rm i s i n EMPSGroup & ala rm != 0
add MPS a la rm e l e m e n t t o c o l l e c t i o n

9

when MPS a la rm c o l l e c t i o n has e l e m e n t s
11 c r e a t e MPSGroup ( group , MPS a la rm c o l l e c t i o n )

add MPSGroup t o group c o l l e c t i o n
13

c r e a t e MPS e v e n t
15 add group c o l l e c t i o n

add e v a l u a t e d beam p a r a m e t e r s

Figure 4 shows the class diagram of the MPSEvent with
the related classes MPSGroup and MPSAEingang.

Figure 4: Class diagram of MPSEvent and related classes.

RULE BASED LAYER
The expert’s knowledge is specified with the help of

a domain specific language (DSL) architecture on a rule
based system [9]. This style of development allows concen-
trating about what the application accomplishes instead of
how it is accomplished. It is a declarative language specifi-
cation. An internal DSL can be quickly implemented and is
sufficient. The rules will not change very often. Therefore
an explicit separation between the fast Java program and
the rules is not required. One disadvantage is that the DSL
structure has syntax fragments separated from the general
purpose language.

IMPLEMENTATION

Figure 5: Class diagram of the rule based system.

Figure 6: Extraction of the implemented MPS rules.
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Figure 7: MPS Diagnostic application displaying a manual
beam dump on August, 15th in 2013.

Figure 8: Cause of a beam loss in the MPS Client applica-
tion.

The rule system consist of an initial root element which
is constructed with a list of MPS rules. An element in the
rule list can be a sequence with further rules or a leaf rule.
This data structure reflects the logic of the leaf nodes.

The sequence must be verified in its defined order. Fig-
ure 5 represents a class diagram of the data structure. Fig-
ure 6 shows an extract of a concrete definition of the MPS
rules. Constructing the compressive and human readable
message is then trivial. Figure 7 shows a snapshot of the
application.

A big advantage of using the abstract DSL layer is that
modifying the order of sequences, adding, deleting or ex-
tending the rule system is very easy and comfortable. The
proper logic is explicit and not hidden. A disadvantage is
that only a Java developer has the knowledge to modify the
DSL specification. But that can be improved for each de-
veloper after a short training period. Since the rule based
system returns the cause in a short message it can be read
via the TINE interface and displayed in the MPS client ap-
plication, see Fig. 8.

TEST SCENARIOS
Writing source code and test cases is going hand in

hand [10]. The unit test used gives a developer the op-
portunity to verify each class in a test case and provides
the safety that the code segment executes as expected. As
a low-level test we decided to use the JUnit test frame-
work [11] intensively, and an easy-to-use environment for
writing test scenarios at the method level.

A big advantage of using the DSL architecture and the
rule-based system is its testability. It allows one to pre-
pare predefined MPSEvents and forward them to the rule
system. The outcome of the test must be defined with the
predefined event otherwise the code has a failure.

STATISTICS
Besides preparing an event-based analysis, the MPS di-

agnostic application can also examine all events and count
their occurrences over all defined rules. By investigation
of all collected events from the 8th February 2011 until
the 23rd August 2013 the total number is 3,336. Further-
more 342 events are unresolved (10.25 %) [12]. The PE-
TRA storage ring operation provides service periods. By
subtracting the service time from all unresolved events it
yields to a total number of 85, so 2.7 %, which is for the
initial iteration step a good result.

CONCLUSION
• The number of detected events which can be resolved

is 97 % which is for a first iteration a very good result.

• An operator is now able to see a short and comprehen-
sive message of the last beam loss in the MPS client
application and can provide a screenshot in the online
logbook.

• The workload of the experts is released.

• The work of the operator is strongly improved.
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