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Abstract 
Strategies for data acquisition and processing will be dis-

cussed in the context of the Facility for Rare Isotope Beams 
(FRIB).  Design decisions include selecting and designing 
electronics hardware, data acquisition cards, firmware de-
sign, and how to integrate with EPICS control system.  
With over 300 diagnostic devices and 16 unique types of 
devices, timing for synchronous data acquisition is im-
portant.  Strategies to accelerate development as well as re-
duce maintenance requirements will be discussed, includ-
ing using common hardware and firmware whenever pos-
sible, and defining a common data reporting structure for 
use by most devices.  MicroTCA.4 platform is used to in-
tegrate data acquisition cards, distribute timing infor-
mation, and machine protection signals. 

FRIB MACHINE REQUIREMENTS 
The Facility for Rare Isotope Beams (FRIB) is a new sci-

entific user facility for low energy nuclear science. Under 
construction on campus and operated by Michigan State 
University, FRIB will provide intense beams of rare iso-
topes [1]. 

FRIB will deliver the highest intensity beams of rare iso-
topes available anywhere. The superconducting linear ac-
celerator (linac) will accelerate ion species from 18Ar up to 
238U with energies of no less than 200 MeV/u and provide 
beam power up to 400 kW.  Although designed to support 
full-scale CW operation, low current and pulsed modes 
will also be utilized, so diagnostics must support a large 
dynamic range, from 1 nA to 1 mA of beam current.  Figure 
1 shows a schematic overview of the accelerator. 

Machine Protection and Availability 
In order to achieve high reliability and high availability, 

permanent accelerator component damage should be pre-
vented, beam loss and residual activations should be mini-
mized, and beam downtime minimized.  This leads to an 
array of diagnostic devices which monitor a variety of 
beam loss mechanisms.  A machine protection system 
(MPS) has been designed to detect and respond quickly (< 
35 sec) to beam loss events and terminate the beam [3].  
This is achieved by monitoring not-OK (NOK) signals 
from a multitude of MPS nodes which digitize diagnostic 
data and make local NOK decision in less than 15 sec.  
The remaining 20 sec of the time budget is used to com-
municate the NOK signal to the MPS Master and to termi-
nate beam production and transport.  Table 1 is simplified 
picture of the acute (fast) and chronic (slow) losses which 
we must detect.  Table 2 shows an overview of diagnostic 
devices utilized not only for machine protection (MPS), but 

also for tuning, commissioning, and general diagnostic in-
formation [2].  Italicized devices * will provide input to 
MPS.   

Table 1: Acute and Chronic Beam Loss Detection 

Beam Loss Diagnostic Response Time 
100% (2 J) 15 usec 
10% (0.2 J) 150 usec 
Slow (0.1 W/m) seconds 

 
Table 2: FRIB Diagnostic Devices 

Device Total # 
Beam Position Monitor * 
Beam Current Monitor (ACCT) * 
BLM - Halo Monitor Ring * 
BLM - Ion Chamber * 
BLM - Neutron Detector * 
BLM – Fast Thermometry System * 
Profile Monitor (Lg., Sm. Flapper) 
Bunch Shape Monitor 
Allison Emittance Scanner (2 axis) 
Pepper pot emittance meter 
Wire Slit Emittance Scanner (2 axis) 
Faraday Cup 
Fast Faraday Cup 
Viewer Plate 
Selecting Slits System - 300 W 
Collimating Apertures - 100 W 
Intensity Reducing Screen System 

149 
12 
66 
47 
24 

240 
41 
1 
2 
1 
1 
7 
2 
5 
5 
2 
2 

 

Implications for Data Acquisition 
To achieve MPS requirements (not all of which are dis-

cussed here, see [3]), diagnostic devices should have a re-
sponse time of 5 sec (analog bandwidth DC to 35 kHz), 
digitized sample rates of at least 1 MS/sec and support a 
large dynamic range, from < 1 nA to 1mA, depending on 
the device.  To respond to beam loss events in less than 15 

sec, MPS decisions are made in real-time locally by the 
data acquisition electronics.  Field programmable gate ar-
rays (FPGAs) are utilized to provide real-time signal pro-
cessing and MPS decision, with close integration to digit-
izing hardware, often combined in a single electronics 
board.  Additionally, FPGAs allow custom firmware to in-
corporate accurate timestamp from a global timing system 
(GTS) and provide ability for improved signal processing, 
including digital filters, background noise subtraction, ad-
vanced threshold triggering, etc. 

 ___________________________________________  

* This material is based upon work supported by the U.S. Department of 
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Figure 1: Schematic of FRIB accelerator, three linac segments and two folding segments. 

Beam Modes and Structure 
Figure 2 illustrates various beam modes at FRIB. The 

primary beam mode will deliver near continuous  (CW) 
beam, however, a 50 usec beam gap is introduced at ~100 
Hz to reset beam current transformer readings and facilitate 
sampling of signal backgrounds.  This leads to actual duty 
factor of 99.5%.  Pulsed modes are used to achieve rela-
tively low duty factor for beam commissioning and tuning.  
Beam power ramp-up modes exist to slowly heat the iso-
tope production target and avoid damage to due to thermal 
shock.  The duty factor ramps from 0% to 99.5%, with up 
to 250 beam on / off pulses during each 10 msec cycle.  The 
beam structure for each 10 msec cycle is broadcast to the 
data acquisition hardware by the global timing system 
(GTS), which indicates beam events such as start-of-cycle 
(every 10 msec), beam on / off, and global timestamp 
events.  The 50 sec beam gap for diagnostics appears at 
the beginning of every 10 ms beam cycle, so the processing 
of background signal continues regardless of beam mode 
(pulsed, CW, or ramp-up).  Modulation of the CW beam 
current is performed with an electrostatic chopper in the 
Front End, upstream of Linac Segment 1. 

Global Timing System 
The global timing system (GTS) distributes event codes 

across the system to keep all receivers aware of the state of 
the beam (on or off), start-of-cycle events (with or without 
beam), global timestamp (POSIX time), and custom diag-
nostics codes for synchronized trigger acquisitions.  GTS 
event codes are distributed by fiber optic throughout the 
machine, providing up to 1 event code every 80.5MHz, 
which is locked with the fundamental RF cavity frequency.  
Each data acquisition (DAQ) device connected with MPS 
needs access to this information to keep local data 
timestamps in sync with global clock, and to respond ap-
propriately to various beam modes. 

DATA ACQUISITION HARDWARE 
At FRIB there are hundreds of diagnostic devices requir-

ing connections to both MPS and GTS systems, in addition 
to network connections to the control systems network, EP-
ICS. A potentially large number of fiber optic (GTS), 
Ethernet (EPICS), and trigger signal (MPS) cables need to 
be managed. 

In addition to these connectivity requirements, the vari-
ety of diagnostics devices have different requirements and 
operating   modes.    Some   are   continuously   monitoring,  

 
Figure 2: Illustration examples of beam modes and timing, 
(a) continuous CW mode, (b) pulsed beam mode, and (c) 
ramp-up beam mode. 

 
while others are intermittent-use.  Some have MPS require-
ments, others do not. Diagnostic devices have varied re-
sponse times and dynamic range requirements.  

It is an option to design a unique data acquisition (DAQ) 
system for each device, with connections and components 
optimized for each device.  However, a large number of 
unique DAQ systems can ultimately be quite burdensome 
to develop and maintain. 
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Simplification: Leverage Commonality 
Leveraging hardware commonality has been a design 

goal for the FRIB diagnostics DAQ systems.  It should be 
clear that utilizing a small number of DAQ systems results 
in fewer systems to learn, develop, and maintain.  In the 
short term, the full diagnostic scope can be developed more 
rapidly.  Much of the firmware and software interfaces can 
be shared, for faster development and passing new feature 
updates to multiple devices.  In some cases, we also 
adapted electronics designed in-house or open source for 
our diagnostic applications, with minor changes.  Some of 
the efforts to simplify hardware, firmware, and software 
will be discussed in detail.  

MicroTCA Chassis-Based Platform 
A chassis-based hardware platform has significant ad-

vantages for FRIB diagnostics.  While individual “pizza 
box” systems were considered for some systems, a chassis 
platform with multiple payload slots demonstrated several 
advantages.  Advantages include common power supply 
management, thermal management, easy to add/replace 
boards, and common data busses between cards in the 
chassis for shared signals, reducing need for external ca-
bles. 

While many card carrier platforms exist, it was desired 
to avoid those which were proprietary, which tend to be 
expensive and sometimes difficult to integrate with custom 
hardware.  VME and MicroTCA.4 [4] [5] were two rela-
tively open standards which were considered, both of 
which see significant usage at physics research installa-
tions.  A thorough comparison of these technologies is be-
yond the scope of this paper, but MicroTCA.4 was chosen 
as the primary platform for our fast-sampling diagnostics 
with connection to MPS.  MicroTCA’s use of modern high-
speed serial busses such as PCIe (Gen3) and Ethernet 
(GbE) provide fast access to data, allowing us to consoli-
date numerous EPICS drivers (IOC) into a single CPU 
module, one per chassis.  VME and CompactPCI primarily 
support slower legacy parallel busses.  MicroTCA also in-
cludes some valuable features such as remote power mod-
ule management, thermal management and monitoring, 
and support for rear-transition-modules (RTM) which pro-
vide additional input/output interface. 

MicroTCA is a more complicated standard than some al-
ternatives, and we experienced significant compatibility is-
sues early on, most of which have been addressed.  With 
most issues resolved, we have managed to build some ro-
bust and reliable test systems.  MicroTCA allows us to lev-
erage several commercial off-the-shelf (COTS) modules, 
such as the chassis, power module, processor card (CPU), 
and MicroTCA Carrier Hub (MCH).  For MicroTCA DAQ 
cards, many COTS and customized COTS options exist. 

MicroTCA Backplane Signals 
MicroTCA has allowed us to significantly simplify the 

cabling to various control systems.  The AMC backplane 
provides power to each card, as well as data busses be-
tween cards, such as PCIe, Ethernet, and general use M-
LVDS I/O ports.  While each chassis can contain up to 12 

payload DAQ cards, for diagnostics we use two slots to 
consolidate key interfaces to the larger control system, us-
ing the AMC backplane for intra-chassis distribution, illus-
trated in Fig. 3. 

 
Figure 3: MicroTCA data bus distribution. 

The first slot is a processor card (CPU) which is the sin-
gle interface to the EPICS control system network, with 
multiple IOC drivers running on Debian Linux OS.  Mi-
croTCA backplane provides switched PCIe connection to 
each DAQ card, and measurement and configuration data 
is passed simply between CPU and DAQ cards by PCIe 
register reads and writes.  An Ethernet protocol stack is not 
necessary in the FPGA, and is completely handled by 
Linux running on the CPU module. 

The second slot is for our event receiver (EVR).  This is 
a custom FPGA-based board which receives and decodes 
events from the GTS fiber bitstream and handles the inter-
face to the MPS system, utilizing custom trigger in/out sig-
nals.  The GTS and MPS signals utilize bidirectional M-
LVDS signals on the AMC backplane, part of the Mi-
croTCA standard generally utilized for passing triggers and 
interlocks (ports 17-20).  The GTS and MPS signals are 
distributed in parallel to all other cards in the chassis, while 
the EVR card monitors and consolidates the MPS not-OK 
(NOK) signals from each card. 

The end result is a MicroTCA chassis with up to 10 DAQ 
cards, one fiber optic interface to GTS, one interface to 
MPS, and one Ethernet drop, capable of monitoring up to 
80 or more channels / devices. 

Data Acquisition (DAQ) Hardware 
We utilize FGPAs and custom signal processing algo-

rithms to meet our real-time MPS requirements, but devel-
oping custom firmware for FPGAs is often challenging and 
time-intensive.  We would like to share hardware and firm-
ware between as many diagnostic devices as we can. 

Since leveraging common hardware for different devices 
can often lead to common/shared firmware development 
which can lead to common software drivers and software 
modules, it is clear that hardware choices have a ripple ef-
fect that can significantly impact the scope of work for 
software and application developers downstream. 

DAQ hardware that meets the strictest requirement can 
often be utilized for devices with an easier requirement.  In 
that case, the DAQ hardware may be over-specified and 
more expensive than a lower cost alternative, but the ben-
efits for shared development and sourcing may outweigh 
the potential upfront material costs. For example, a DAQ 
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card with a time response of 5 sec can serve a device with 
a longer time response.  A sample rate of 1 MS/sec may not 
be required for every device, but it is straightforward to in-
tegrate and decimate to lower sample rates. 

FRIB device requirements were collected and analyzed, 
and plans were made to consolidate these to a small num-
ber of DAQ boards.  Firmware was also designed to offer 
runtime configurability for certain aspects related to MPS 
function and response time, and hardware was chosen 
which supports runtime configurable dynamic range 
switching.  Attention to such details early on allowed us to 
consolidate hardware in three main categories, served by 
three different MicroTCA cards.  

Full Current Measurement Our beam current moni-
tor (BCM) uses AC-coupled transformers (ACCT) and ex-
ternal trans-impedance amplifier to deliver fast response 
(>300 kHz analog bandwidth), over 1 mA range, and a 
unique differential current monitoring scheme for MPS.  
For this task we selected the [6] Struck SIS8300-L2 10-
channel digitizer and FPGA board combined with [7] 
SIS8900 RTM analog conditioning board. 

 Low Current Measurement Beam loss monitors 
such as halo monitor rings, ion chambers, and neutron de-
tectors will generate currents in a lower range, usually less 
than 100 uA.  MPS algorithms involve a configurable inte-
gration window combined with configurable threshold 
limit.  Various intermittent-use devices will utilize this 
same hardware, even though MPS function is not required, 
including faraday cups and scanning wire profile monitors.  
We worked with CAENels to provide a customized version 
of their AMC-PICO-8 MicroTCA board [8], an 8-channel 
fast sampling picoammeter.  Our custom version includes 
two runtime-selectable dynamic ranges (16 uA and 130 
uA) and faster response (DC to 35 kHz) compared to 
COTS version.  CAENels also provided support for inte-
gration of custom firmware developed by FRIB for MPS 
functionality and GTS integration. 

Fast Voltage Measurement We have planned many 
(149) beam position monitors (BPM), each with 4 buttons 
to digitize at high speed.  We will process the 2nd harmonic 
(161 MHz) of the 80.5 MHz bunching frequency.  A sys-
tem designed specifically for BPMs is required.  After in-
vestigating several BPM DAQ systems, we chose to lever-
age the same MicroTCA digital board which was used for 
our EVR card.  This is a general purpose digital FPGA 
board, developed by FRIB for use in multiple applications 
including machine protection system master and slave 
nodes, and low-level RF controls hardware.  This FRIB 
digital board may be used either inside or outside a Mi-
croTCA chassis. It made sense to leverage the hardware 
and firmware expertise already developed in-house to 
achieve a low cost per-channel, and get a jump start on de-
velopment.  A new RTM board was designed for the BPM 
application, providing analog signal conditioning and dig-
itization, and designed to interface with the FRIB digital 
board.  The fully in-house development gives us complete 

control over hardware and firmware design for this critical 
system. 

FIRMWARE SIMPLIFICATION 
The three FPGA boards thankfully all utilize common 

FPGA design tools, as all FPGAs are Xilinx.  HDL code is 
developed modularly when possible to make possible shar-
ing of modules between designs. 

To simplify and accelerate development of signal pro-
cessing algorithms for FPGAs, we have been utilizing the 
Xilinx Vivado High-Level Synthesis (HLS) tool [9].  It is 
one of several tools which allows the developer to code C 
or C++ functions which are synthesized to portable HDL, 
such as Verilog or VHDL, which can be imported to a 
larger FPGA project. 

A detailed discussion of HLS is beyond the scope of this 
document, however the attraction of such a tool should be 
clear: C or C++ offers familiarity and ease of programming 
in a popular high-level language.  Development of signal 
processing algorithms can be coded effectively in C, and 
HLS handles the conversion to efficient HDL code, auto-
matically incorporating math IP cores, FPGA resource 
sharing, pipelining, and timing constraints. As should be 
expected, there is a learning curve to get started, and this 
tool does not replace the need for HDL expertise, but such 
tools can be very powerful to accelerate development of 
FPGA-based solutions which would otherwise be quite 
complex in HDL alone. Vivado HLS seems particularly 
well suited for math-intensive signal processing tasks, ac-
celerating development time and resulting in efficient 
FPGA resource usage. 

SOFTWARE AND DATA REPORTING 
As mentioned previously, multiple diagnostic devices 

which share the same firmware benefit from shared soft-
ware at the driver level.  In an effort to standardize software 
development further, a common beam data reporting 
scheme was created, which will apply to all MicroTCA 
based diagnostics. 

A common beam data reporting scheme capitalizes on 
the fact that no matter what beam mode we are in (CW, 
pulsed, ramp-up), there is always the 10 msec beam cycle 
period.  This provides a natural time window over which to 
integrate or average the measurement, and to report simple 
statistics.  Most of our diagnostic devices measure current, 
so the FPGA firmware will calculate the total integrated 
current over the 10 msec beam cycle, track min and max 
values during that period, and report how much time the 
beam was expected to be on.  The software IOC driver will 
acquire these measurement records at 100 Hz (see Table 3 
and Fig. 4), continuously providing 100 Hz sampled data 
waveforms and also providing further averaging/decima-
tion as desired.  For example, a 1 Hz average current value 
is reported and calculated by averaging 100 of the last 100 
Hz average current samples, beginning at the start-of-sec-
ond GTS event, which is synchronous across all devices. 
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Table 3: 100 Hz Beam Measurement Record 

Beam Measurements @ 100 Hz 
Total Charge (integrated current)  
Beam ON Time 
Average Beam Current (over 10 msec) 
Typical Beam Current (during ON time) 
Min / Max Current 
Timestamp (start-of-cycle) 

 
Calculated offset value may also be included, where the 

offset is calculated during the 50 sec diagnostic beam gap, 
using the previous gap or multiple gap averaging. 

Figure 4: Illustration of beam cycle structure. 
The beam position monitor reports different kind of data: 

X, Y position, magnitude (intensity), and phase.  However, 
BPM will still utilize the 100 Hz period to average and dec-
imate reporting. 

All devices will also support triggered acquisitions of N 
samples, decimated by factor of M, where N and M are 
configurable and decimation is implemented in IOC soft-
ware. 

All devices also store and continuously update a history 
of raw data, sampled at 1 MS/sec, for 1 second per channel.  
This is implemented by local DDR memory on the FPGA 
board, operated as a ring buffer.  This fulfils an MPS re-
quirement that each device reports 1 second of history data 
preceding an MPS “trip” event when the machine protec-
tion system shuts down the beam.  An MPS trip will freeze 
all ring buffers shortly after beam shut down, and the con-
tents of the ring buffers may be examined.  Data is 
timestamped in a synchronous way across the entire ma-
chine, made possible by the GTS.  Figure 5 illustrates what 
a portion of the ring buffer might look like after an MPS 
trip event. 

 
Figure 5: Differential BCM data leading up to MPS trip. 

The 1 second MPS ring buffer requires 4 MB per chan-
nel, perhaps 8 GB or more for the entire array of diagnos-
tics. It should be noted that to reduce network traffic, the 
ring buffer memory local to each DAQ card may be 
masked or ignored, such that only certain devices of inter-
est are read back. 

This common diagnostics data reporting structure is eas-
ily utilized by high-level software / application developers, 
and enables straightforward plotting data from multiple 
different devices on a common time scale. 

CONCLUSION 
An effort to reduce the number of independent hard-

ware/firmware/software development efforts where possi-
ble has enabled a small diagnostics electronics team at 
FRIB to make fast progress. 

 A high degree of commonality was achieved for diag-
nostic DAQ hardware.  Three MicroTCA DAQ cards cover 
about 75% of devices.  This led to shared firmware and 
software development at low-level.  Common beam data 
reporting standards will simplify high-level software de-
velopment. 

Additional factors for efficient development included 
leveraging existing in-house hardware development efforts 
(FRIB digital board), good support by industry partners for 
custom firmware development, and HLS tools to provide 
accelerated HDL algorithm development using C lan-
guage. 

Proper functioning beam diagnostics are a critical com-
ponent of the machine tuning and commissioning.  We are 
on our way to delivering high quality beam diagnostics for 
upcoming front-end commissioning. 
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