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Abstract
ANKA is a synchrotron light source located at the Karls-

ruhe Institute of Technology, providing light from hard X-

rays to the far-infrared for research and technology. It

serves as a user facility for the national and international

scientific community, currently producing 100 TB of data

per year. Within the next two years a couple of additional

data intensive beamlines will be operational producing up

to 1.6 PB per year. These amounts of data have to be stored

and provided on demand to the users.

The Large Scale Data Facility LSDF is located on the

same campus as ANKA. It is a data service facility dedi-

cated for data intensive scientific experiments. Currently,

storage of 4 PB for unstructured as well as structured data

and a HADOOP cluster, used as a computing resource for

data intensive applications, are available. The campus ex-

periments and the main large data producing facilities are

connected via 10 GE network links. An additional 10 GE

link exists to the internet. Tools for an easy and transparent

access allow scientists to use the LSDF without having to

bother about the internal structures and technologies. Open

interfaces and APIs support a variety of access methods to

the highly available services for high throughput data ap-

plications. In close cooperation with ANKA, the LSDF

provides assistance to efficiently organize data and meta

data structures, and develops and deploys community spe-

cific software running on the directly connected computing

infrastructure.

DATA INTENSIVE SCIENCE AT ANKA
ANKA was designed and constructed by Forschungs-

zentrum Karlsruhe in 2003 and is now operated by the

Karlsruhe Institute of Technology (KIT). As a large scale

research facility, ANKA provides beamtime for fundamen-

tal and application–oriented research to users from Ger-

many, Europe and beyond [1]. Fourteen beamlines at

ANKA are operational. The beamlines for analytic ser-

vice cover techniques from spectroscopy to diffraction over

a large spectral range from far infrared to hard X–rays.

At the moment a high–resolution X–ray diffraction beam-

line (NANO) and an imaging beamline (IMAGE) are under

commissioning and construction.

The Next Generation of Ultra Fast Tomography
Beamlines

The substantial progress made in recent years, in fields

like mechanics, X–ray optics and detector systems as well

as the tremendous increase of processing speed and I/O

bandwidth gives rise to a paradigm shift in the design and

execution of tomography experiments. A new type of smart

experimental station becomes possible using the vast com-

putational power of massively parallel computation units.

The process under study as well as the measurement pro-

cedure itself can be actively controlled by data driven feed-

back loops in direct dependence on image dynamics and

spatio–temporal contrast.

Digital area detectors are an essential component for

high–speed X–ray imaging experiments. A widely used X–

ray detector type is the so–called indirect detector, which

X–rays converts into visible light by a thin scintillating

crystal. The resulting image is then magnified onto the

CCD (or CMOS) camera by a diffraction limited optical

system. The use of highly absorbing scintillation crys-

tals with high light yield and optimized detector optics

that are able to withstand the intense broad–band radiation

produced by modern synchrotron sources has permitted a

significant reduction of exposure times. High frame rates

are achieved by employing column–parallel or block read-

out active pixel detectors, which reduce the read–out time

for a full frame substantially, compared to classical high-

dynamic range CCDs.

Commercially available, scientific grade cameras pro-

duce projection data at a rate of up to 750 MB/s. A detailed

description of the reconstruction algorithm and its speed–

up in comparison to a CPU implementation can be found

in [2].

A smart experimental station for high-speed and high–

throughput tomography is currently designed for the IM-

AGE beamline, which is constructed at the ANKA storage

ring. The photon source employed for tomography will be

a superconducting wiggler, which covers an energy range

up to 100 keV. Compared to the bending magnet beamline

Topo–Tomo [3], the flux density will be increased by more

than one order of magnitude, yielding a reduction of expo-

sure time on the same scale.

The Need for High Performance Data Manage-
ment

Processing and storing the data of high–speed and high–

throughput imaging beamlines are challenging tasks. Us-

ing robotic sample changers, the sample throughput is in-

creased substantially. For instance, raw data rates presently

produced at the Topo–Tomo bending magnet beam line,

with a sample changing time of 15 seconds and a total scan

time of 30 seconds, are 350 MB/s averaged over a daily run.
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A raw reconstructed volume has a size of 50 GB, which

needs to be stored alongside the raw projection data.

Data analysis is often a laborious manual process that in-

cludes several steps that cannot be automated easily, for in-

stance finding optimal parameters of segmentation routines

or even selecting pre–processing algorithms to present suit-

able data for post–processing. Thus, large amounts of data

need to be accessible for long periods of time with high

bandwidth and low latency for data processing and visual-

ization.

The management of large scale data, its secure storage

and archiving, fast and reliable access as well as high per-

formance processing are essential for cutting edge beam-

line research. Usually, costs caused by growing infrastruc-

tures, reliability and sustainability of large scale data are

limiting the extension of current beamline experiments.

STATE-OF-THE-ART IN DATA
MANAGEMENT FOR DATA INTENSIVE

BEAMLINES

The Topo–Tomo Beamline
The data management of the Topo–Tomo beamline has

evolved over the years with its construction and each tech-

nical extension. Most data storage and access operations

are directly steered by the user.

Samples are mounted on a rotary stage that allows a pre-

cise rotation with typical 5–10 kHz depending on the used

camera. The whole detector and sample positioning setup

is controlled via TANGO [4, 5] and SPEC [6, 7]. In a first

step, the image data are temporarily stored on a local high

performance 30 TB SAN. To check the quality of the ac-

quired data, radiograms are monitored. Then the acquired

data are processed with a dedicated four Nvidia Tesla GPU

server. The final visualization for tomography is performed

by VG Studio MAX [8]. It runs on a dedicated visualiza-

tion server with 196 GB RAM, which allows a high perfor-

mance processing of the whole tomography in memory.

Finally, the 3D tomogram plus the raw data are stored as

unstructured data at the Large Scale Data Facility (LSDF).

Most of the sample specific meta data that could not regis-

tered via the control application is still archived via the old

fashioned laboratory book.

Data Management Systems for Beamlines
The maturity level of the data management seems to be

very diverse across a variety of institutions and beamlines,

and this heterogeneity is partly caused by different prob-

lems and requirements. The crucial point in beamline data

management is indeed the amount of generated data and

the desired throughput. In case of very data–intensive ex-

periments the data management becomes challenging [9].

Nevertheless, beamlines with a primitive data management,

where the user seems to be the main data management com-

ponent and is responsible for all kinds of data storage, pro-

cessing, transport and archiving, are still widespread.

An example of a data intensive beamline with complete

data management during the whole data life cycle can be

found at the National Ignition Facility (NIF), a research de-

vice located at the Lawrence Livermore National Labora-

tory [10]. The most important highlights are automatic data

ingest, automatic triggering of analysis upon new data ar-

rival, data provisioning from various data sources, policy–

based automated hierarchical storage management, long

term storage architecture and employment of HDF5. It

is designed for beamlines with a fixed configuration that

rarely needs adaptions for new scientific experiments.

Another data management system was developed and

employed at SOLEIL [11]. The main idea is to produce

individual data sets in form of a single and well defined

atomic package containing all the relevant contextual infor-

mation (including informations about the experiment itself,

instrumentation, sample, user, etc.). The logical file format

NeXus [12] with HDF5 as underlying physical data format

is used.

The software architecture reflects the natural separa-

tion of different concerns, including hardware–layer and

software–layer components for DAQ on device level, data

collections and transformations and the data storage. It

employs a TANGO based modular control system, so the

data management components for data collection, transfor-

mation and storage, are mainly treated and integrated as

TANGO devices.

Due to the required flexibility for continuously adapted

beamline experiments, we think the SOLEIL Experimental

Data Storage Management could be a great foundation for

a sophisticated data management system, coupled with the

Large Scale Data Facility infrastructure at KIT.

THE LARGE SCALE DATA FACILITY

The Large Scale Data Facility (LSDF) comprises on–

line storage, data analysis computing cores, archival ca-

pacity and data management services, initially funded

by the Helmholtz Association and the state of Baden–

Württemberg in order to facilitate data–intensive science.

Based on the experience in designing and continuously

enhancing and the documented excellence of the WLCG

Tier–1 centre GridKa [13] at KIT for the high-energy

physics community, the LSDF is not limited to single sci-

entific communities — instead it aims to be open for all sci-

entific disciplines requiring large scale data storage, analy-

sis and archiving on a regional, national and international

level. Detailed plans and budget allocations exist to en-

hance the LSDF, in accordance with the requirements of

the scientific user community.

The project has currently 4 PB of storage available, to-

gether with a compute cluster for data processing and a

high speed dedicated network infrastructure, Figure 1. Ac-

cess protocols, like GridFTP and the data management sys-

tem iRods [14], are provided by dedicated servers attached

through GPFS to the storage systems. For internal use

CIFS and NFS access are offered for unstructured data.
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An 10 Gigabit Ethernet network is spanned between all

servers and the internet. Through dedicated high–speed

network links the LSDF is connected to the research net-

work and data sources, like ANKA inside KIT, allowing a

rapid data taking. It enables scientific communities to work

with and share the data in collaborations of global scale.

Based on the described infrastructure, several high level

services for structured data are provided. The KIT Data

Manager KDM consists of data and meta data management

and repository components especially designed for large

scale scientific data. The KDM DataBrowser [15] allows

meta/data ingest and access using a graphical user interface

that can be easily adapted for special needs. Additional ser-

vices for organizing the data life cycle and data support are

offered to the user communities. Open interfaces and APIs

support a variety of access methods to the highly available

services for high throughput data applications.

To process the experimental data a compute cluster with

60 nodes equipped with Hadoop [16], an implementation

of Google’s MapReduce [17] programming paradigm is

directly attached to the storage. This allows for data in-

tensive computing with excellent scalability, but requires

adapted applications which run in a predefined environ-

ment. LAMBDA [18] – the LSDF Execution Framework

for Data Intensive Applications — simplifies large scale

data processing for scientific users by reducing complex-

ity, responsibility and error–proneness. The description of

an execution is realized as part of LAMBDA administra-

tion in the background via meta data and can be steered by

the KDM DataBrowser.

Figure 1: The Large Scale Data Facility and connected sci-

entific communities.

If processing of experimental data requires a dedicated

software environment, (for instance Windows, or specific

software versions or licences) the OpenNebula [19] Cloud

environment is foreseen.

In close cooperation with the user communitites, the

LSDF provides assistance to efficiently organize data and

meta data structures, and develops and deploys community

specific software running on the directly connected com-

puting infrastructure.

COMPONENTS OF A NOVEL DATA
MANAGEMENT SYSTEM

Figure 2 depicts the conceptual data flow within a imag-

ing beamline (left) to the storing and processing com-

ponents within the LSDF. All beamline components are

steered by a Control System with various user interfaces

(UI). Control & monitoring data are exchanged with the

components as well as user information administrated by

the “User Office” for e.g. authentification and authoriza-

tion.

Figure 2: Data flow from the camera to the LSDF.

Starting from the detector or camera, a massive flow

of data is piped to the data acquisition system “DAQ”. In

“DAQ” relevant measurement data are selected and anno-

tated for further processing and storage.

“On–line Analysis” processes the data in various prepro-

cessing steps, reconstructs tomographic images and vol-

umes using a GPU–accelerated system and visualizes the

results. Based on the visualization, the user will select

promising data sets for further processing and archiving.

In the “Pre–Archival” step the date is prepared by adding

meta-data for the storage, archival and processing in the

Large Scale Data Facility LSDF. Additional meta data

about the experiment and user data will be added from the

“User Office”.

Within the LSDF the data will be stored, processed and

archived. The data ingest process is mostly standardized,

including data transfer and meta data storage, via APIs or

the KDM DataBrowser. Since the LSDF has also provided

computing resources, a variety of sophisticated and com-

putationally expensive processing algorithms can be ap-

plied automatically. For tomography beamlines algebraic

reconstruction will provide high–quality images and vol-

umes for further scientific analysis. The results will be

enriched with additional meta data for data provenance

and stored with the corresponding measurement data sets.

Users will access their data sets on the LSDF directly via

the KDM DataBrowser or a Web interface. External users

will be provided with a temporary user account, according
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to ANKA’s policies.

It is planned to use NeXus as a primary file format for

all scientific data sets written to persistent storage. The

CDM technologies [20] will provide an abstract interface

for accessing NeXus.

The whole architecture is designed to fulfill the require-

ments for continuously adapted experiments and enhanced

hardware components.

CONCLUSION
The ANKA Synchrotron facility is part of KIT, a world-

leading engineering institution with top ranking Facul-

ties of Informatics, Electrical Engineering and Information

Technology, and Mechanical Engineering. KIT supports a

broad research palette ranging from astro–particle physics

over biology to supercomputing with superior infrastruc-

tures. The modern data storage and processing infrastruc-

tures enable cutting edge research with high measurement

data rates. Because the infrastructure is shared among sev-

eral institutes investments are also shared. This takes some

pressure off the financial budgets of ANKA and the beam-

line experiments.

Very economically the large scale data facility offers

nearly unlimited storage, cluster computing, high through-

put networks, transparent yet secure access services, and

is still easily adapted to the changing requirements of the

users. The unique possibilities of this facility for data inten-

sive computing opens a new dimension for data intensive

beam-ine experiments and subsequent data analysis.
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