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Abstract 
To take measurements in X-ray experimental stations at 

the SPring-8 synchrotron radiation facility, station staffs 
and users occasionally need to reconfigure the system for 
new experiments. At such times, quick reconfiguration of 
the system is required, which involves extensive work. 
Additionally, there is a strong need to reuse basic software 
associated with the measurement applications, which can 
be difficult. To overcome these challenges, we propose 
DARUMA, a data collection and control framework for 
stations. DARUMA utilizes the control framework MA-
DOCA II [1] that was developed for distributed control of 
accelerators and beamlines at SPring-8. It provides soft-
ware functionalities for stations, such as data collection 
and image handling. As it has the flexibility of MADOCA 
II and shares general software applications, DARUMA 
can help to reduce management costs and improve the 
measurement system. As a first attempt, we developed 
DARUMA for BL03XU at SPring-8. At this station, the 
migration into the DARUMA system is proceeding 
smoothly. As a result, we have begun applying DARUMA 
at other stations. Some applications in DARUMA, such as 
image handling, are particularly useful and have been 
implemented into a partial set of control systems for sev-
eral stations since this September. 

INTRODUCTION 
SPring-8 is a third-generation synchrotron radiation fa-

cility in Japan. Brilliant synchrotron radiation X-rays up 
to an order of 100 keV are produced from 8 GeV electron 
beams and utilized for various experimental measure-
ments of scientific research and industrial applications. 
For the measurements, stations are equipped in each of 56 
beamlines. 
To extract valuable results from the experimental meas-

urements flexibly, it is important to have a user-friendly 
measurement system for station staff and users. However, 
the current measurement system has several limitations, 
and there are several demands from staff and users as 
listed below. 
 
 Easy reconfiguration of the measurement system to 

update experimental setup 
 Rapid preparation of the measurement software 
 Easy to plug in basic software such as image han-

dling 
 Cooperated controls among measurement applica-

tions 

 Reuse of software applications 
 
The current measurement software’s structure, which 
makes it difficult to provide the aforementioned facilities, 
is shown in Figure 1. 
 

 
Figure 1: Schematic view of the structure of the typical 
measurement software for experimental stations. 
 
Measurement applications in the stations are usually 

built with user interfaces such as LabVIEW [2], spec [3] 
and Visual Basic. As shown in Figure 1, one application 
contains all the functions of the measurements for the user 
interface, experimental procedures, and data management 
and equipment controls. Owing to the monolithic struc-
ture of the application, it is not easy to reconfigure the 
measurement system, because we need to update the ap-
plication for the relevant sections by considering software 
dependencies in other sections as well. This constraint 
also prevents reuse of the application as general software, 
because many functions are combined in one application. 
Furthermore, the coding strategies of applications vary for 
each depending on the person who creates the application. 
Therefore, it takes time and resources to maintain the 
measurement system.  
  To solve these problems, we propose to apply a Data 
collection And control framework for X-Ray experi-
mental station Using MADOCA, called DARUMA. Here, 
MADOCA stands for Message And Database Oriented 
Control Architecture and is used for distributed control of 
the accelerator and beamline for SPring-8. In this paper, 
we define the DARUMA software framework and show 
how DARUMA is useful for experimental measurements 
at stations. We also report the status of the implementa-
tion of DARUMA in BL03XU and other stations at 
SPring-8. 
 

 ___________________________________________  
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DARUMA SOFTWARE FRAMEWORK 
DARUMA was developed to fulfil the demands report-

ed in the previous section. Policies of DARUMA are 
listed below. 

 
 MADOCA is adopted for distributed controls of 

equipment for stations. 
 General software tools are prepared for stations 

such as data collections and image handling. 
 

Since MADOCA was implemented for controls of accel-
erator and beamline at SPring-8, we have achieved a high 
level of reliability and stability in controls for stations. We 
also have managed to implement cooperative controls 
with accelerator and beamline with MADOCA. We chose 
recently developed MADOCA II for the messaging con-
trols due to several new functions being present in the 
software. New functions include Windows support, an 
interface with LabVIEW [4] and Python, and messaging 
controls with variable length data such as image data, 
which are all useful for the measurements at the stations. 

In this section, we outline the basic concept of DA-
RUMA and its benefits to the measurements for stations. 
Detailed aspects of DARUMA in the implementation will 
be reported in sections after. 
 

DARUMA for Measurements in Stations  
As described, the typical measurement application for 

stations covers all the functions and devices for the meas-
urements and is directly controlled from the application. 
As such, we needed to setup several measurement appli-
cations for each computer where corresponding devices 
were equipped. Therefore, cooperative measurements 
among applications were not easy. 
However, with the introduction of DARUMA, the soft-

ware structure of the application is changed as shown in 
Figure 2. In DARUMA, we separated each function in the 
application into different software processes and devel-
oped the software components for each. The software 
components are composed from Equipment Manager 
(EM) to control the equipment and includes tools for data 
collection and image handling. For the measurements, we 
can use these software tools by connecting with the mes-
saging controls of MADOCA. With the separated soft-
ware structure, we can now unify the measurement appli-
cation on one computer and cooperative controls among 
equipment in different computers can be easily achieved. 
We can also quite easily control light optics in beamline 
from the station with MADOCA (In Figure 1, we used 
intermediate socket process to control light optics in 
beamline with the MADOCA control system from the 
station). 

By adopting DARUMA, with its separated software pro-
cesses in the measurements, we can accomplish multiple 
goals as listed below. 
 
 Time and cost to prepare the measurement applica-

tion can be reduced because general software ap-
plications such as EM can be used as-is which al-
lows us to concentrate on the user interface and ex-
perimental procedures. 

 Reuse of software applications is realized. 
 It is easy to plugin useful basic software. 

  
To promote DARUMA for measurements at stations, it 

is important to enrich software tools in DARUMA.  
Table 1 presents the example of equipment list developed 
for EM. We developed these EM for BL03XU and other 
stations. We also have an additional EM developed for 
BL14B2 but these are not listed in Table 1. The developed 
EM may still not be enough for the stations. However, 
there are MADOCA II interfaces for LabVIEW and Py-
thon, as well as C languages, to build EM and we expect a 
supported number of EM can be flexibly increased based 
on demand. We also developed general software tools for 
data collection and image handling in DARUMA. Details 
of these tools will be reported in the next section. 

Although MADOCA is adopted for the message con-
trols of measurements, the applications for experimental 
users may be not prepared with MADOCA. If users want 
to have cooperative controls with DARUMA, we need to 
ask users to edit the application to have control with 
MADOCA. As several languages such as Python, Lab-
VIEW, and C are supported for the interface, updating the 
application can proceed smoothly. 
 

 
Figure 2: Schematic view of measurement software struc-
ture for a station with DARUMA. In DARUMA, we setup 
separated software processes for each function and these 
can be connected with messaging controls of MADOCA. 
 
Table 1: An Example of Equipment List Developed for 
EM 

Application Equipment Remarks  
ADC NI PXIe-4492 C interface 

with NI-
DAQmx  

 

Trigger (TTL I/O) NI PXIe-6612 

Motor TSUJICON 
PMC16C-16 

Simultaneous 
drive (16 ch.) 
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2D detector 
 
 
 
 

PILATUS   
HiPic CCD  
HiPic FPD  
PerkinElmer XRD  
Rigaku HyPix  

 
Benefits with MADOCA Messaging Controls  
 Here, we discuss the benefits with MADOCA messag-

ing controls on reconfiguration of experimental setup. In 
MADOCA, a message for the control is composed of a 
text message of subject/verb/object/complement 
(S/V/O/C) syntax. In this context, “S” denotes the pro-
gram that is automatically defined by the framework and 
“V” denotes the action of the command, for which “put” 
or “get” is primarily used. “O” is an object name, which 
identifies the target of the messages. “C” is an action 
parameter. For example, we can send a message with 
“put/bl_03in_st1_detector_1/start” as V/O/C (S is abbre-
viated as described) to start the measurement for the de-
tector at BL03XU. In this example, the message is sent to 
an EM where “O” is registered. A response is then re-
turned from the EM with S/V/O/C format where C is set 
to “ok” if the command succeeded. In the messaging 
scheme, message commands do not contain any specific 
device information and the system is designed to have 
abstracted message commands for easy-to-understand 
controls by a human. As such abstraction of the message 
commands are performed inside EM, we can use the same 
client application when equipment is updated if the corre-
sponding EM is prepared to respond with the same mas-
sage commands as before. 
Owing to the policy of abstracted message commands of 

MADOCA, reconfiguration of equipment to update the 
experimental setup can be flexibly managed which we 
expect to reduce the maintenance costs for control sys-
tems in the stations. 
 

IMPLEMENTATION OF DARUMA INTO 
BL03XU 

 
As a first attempt, we implemented DARUMA into 

BL03XU used for advanced soft material beamline. The 
schematic view of the measurement system with DA-
RUMA for BL03XU is shown in Figure 3. For the meas-
urements, we control monitoring of the current in the ion 
chamber and the voltage in the photo diode, motors, tim-
ing signals and 2D detectors for PILATUS, HiPic CCD 
and HiPic FFD. About 10 computers are used in the 
measurement system. To implement DARUMA, we de-
veloped an EM for each equipment device as described in 
the previous section. 

  For the measurements, we also developed measurement 
procedures with messaging commands of MADOCA. The 
procedures include initialization procedure such as loca-
tion of the stored data, settings for camera and trigger, and 
operation procedure of the measurements. Though we 
prepared the procedures for BL03XU, these procedures 
can be generalized into measurement systems at other 
stations. Therefore, the developed measurement proce-
dures can be flexibly extended to other stations.  
  To perform one measurement, we set the number of 
images of 2D detectors to a value of a few thousand for 
an example. The typical data collection rate is about 10 
Hz in the case for PILATUS with M pixel data in the 
image. Although we often have several detectors in the 
measurements, data collections in these detectors are 
performed by synchronized timing with trigger signals. 
Afterwards, the measured data is stored on a server as a 
file. The data format for the image is not unified, but TIFF 
is typically used. 
To analyze the measured data, we needed to search data 

from files in the storage server. However, it takes time 
and resources even though we included meta-information 
of the measurements in the folder name. To improve the 
flexibility in the analysis, DARUMA stored metadata of 
the measurements into a NoSQL database, elasticsearch 
[5]. Elasticsearch has a search engine based on Lucene 
with a REST API interface. As data can be managed with 
schema free JSON documents in elasticsearch, it is useful 
in managing the various metadata in experimental meas-
urements.  
 

 
 

Figure 3: Schematic view of measurement system with 
DARUMA for BL03XU. 
   To perform data logging with elasticsearch, we devel-
oped data collection for DARUMA as shown in Figure 4. 
Here, we developed EM-DB, which adds functions into 
EM for data collection and data logging. The operation of 
EM-DB is performed from a client application with mes-
saging commands of MADOCA. We have 2 types of EM-
DB. The first EM-DB for master manages run infor-
mation on the measurements, and the second EM-DB for 
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2D detectors manages measurements with each 2D detec-
tor.  
The collected data are sent to elasticsearch via a REST 

API. A type in elasticsearch, is prepared to archive data 
received from each EM-DB. The type for master manages 
run information and the type for 2D detectors manage 
information for detectors. For the image data, only the 
image file path is recorded in the type because the data 
size of the image is too large for elasticsearch. Though we 
record one event into different types, we can have syn-
chronized data among these because EM-DB for 2D de-
tectors fetches the run information from the data in elas-
ticsearch recorded by EM-master and utilizes the infor-
mation for the measurements. 
To search measured data from elasticsearch, we devel-

oped a web interface as shown in Figure 5. In the web 
portal, it is possible to flexibly search data with various 
conditions in time, detector, and so forth. Full-text search 
is also possible by using functions in elasticsearch. The 
selected image can be viewed with analysis for Region Of 
Interest (ROI) then downloaded. Thus, we can have flexi-
bility in the analysis with DARUMA. 
 

 
 

Figure 4: Software structure of data collection with  
DARUMA. 
 

 
Figure 5: Web interface to search measured data for 2D 
detectors. Tornado [6] based on Python are used to build 
the interface. 

We also developed software tools for image handling 
with DARUMA. Previously, we had the application for 
online monitoring with dedicated tools prepared for each 
detector. However, we sometimes had difficulty in the 
image analysis because the customizations in these tools 
were not flexible. Furthermore, computers used for the 
analysis of the image were restricted by the location of 
the storage server for the image data. DARUMA can 
solve these problems and improve flexibility for the im-
age analysis. In DARUMA, we developed EM to manage 
image data. As MADOCA can have messaging controls 
with variable length data, image data can be utilized in the 
EM for the image handling. With the application for the 
function of image handling separated from the EM, we 
can have online image monitoring from a client applica-
tion in a remote computer as shown in the GUI of  
Figure 6. In the GUI, we can have an online monitor with 
an appropriate rate of a few Hz for PILATUS, though a 
data size of the image is about 4 MB for one image. The 
GUI can also be flexibly applied to the online image mon-
itoring for other 2D detectors because the GUI uses image 
data attached in the messaging of MADOCA, and data 
format for the image data is generalized with Mes-
sagePack [7]. The GUI is built with PyQt [8] using pyqt-
graph [9]. The customization of the GUI, such as image 
analysis with ROI, can be implemented easily and flexi-
bly by programming with Python. 
  We finished the development of DARUMA for EM and 
data collections and image handling began testing the 
operation with DARUMA in the experimental measure-
ments at BL03XU. However, we have about 20 GUIs for 
the measurement applications and the replacement of 
these with DARUMA is still on going. The migration to 
DARUMA is going well, and we aim to completely 
switch into the DARUMA system for the measurement 
system at BL03XU next March. 
  

 
 
Figure 6: GUI for online monitoring of PILATUS image 
data with DARUMA.  
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IMPLEMENTATION OF DARUMA INTO 
OTHER EXPERIMENTAL STATIONS 

 
   In the previous section, we reported the implementation 
of DARUMA into all measurement systems for BL03XU. 
However, it is not realistic to replace all systems for exist-
ing experimental stations. 

However, we can implement DARUMA into a partial 
set of the measurement systems. As station staff is inter-
ested in the tools for image handling for DARUMA, we 
started to implement DARUMA for EM of 2D detectors 
and image handling into several stations, namely, BL08W, 
BL13XU, BL14B2, BL19B2, and BL46XU. The opera-
tion of DARUMA for these stations has started this Sep-
tember. In these applications, the operation of image han-
dling is performed through messaging commands with 
MADOCA. As DARUMA is implemented for the partial 
system, we provided a socket intermediate process to 
communicate with MADOCA from other applications.  
In BL14B2, we also developed a dedicated EM for im-

age analysis to perform image integrated sum with ROI, 
and this function is being utilized for the measurement of 
QXAFS (Quick X-ray Absorption Fine Structure) as 
shown in Figure 7. The image integrated sum is used to 
estimate photon counting and fast processing can be ex-
pected with a separated process of control EM for the 
image analysis. Though the study for the image analysis is 
ongoing, we expect such tools for the image handling to 
be useful in improving the measurements for stations and 
we aim to have stable measurements to process the image 
integrated sum with 50 ms interval. 
 

 
 

  Figure 7: An example of utilization of EM for the image 
analysis of QXAFS at BL14B2. The EM for image analy-
sis fetches the image data from EM for PILATUS and 
performs calculations such as image integrated sum with 
ROI. The obtained analysed results can be easily extract-
ed from remote application with messaging command of 
MADOCA. 

SUMMARY 
We developed DARUMA for data collection and con-

trols for X-ray experimental stations. DARUMA utilizes 
MADOCA, which was developed for distributed controls 
used in the accelerator and beamline control for SPring-8. 
With the introduction of DARUMA, each function in the 
measurements for stations are separated into software 
components such as EM, data collections, and image 
handling, and we can perform measurements with these 
software components through the messaging commands 
of MADOCA. The separated software structure of DA-
RUMA facilitates flexible experimental setup, promotes 
rapid preparation of the measurement application, and 
helps the reuse of software applications. As a first at-
tempt, we implemented DARUMA into BL03XU. 
  The migration to the DARUMA system has been pro-

ceeding smoothly. Functionality for image handling is 
especially useful. It has been implemented into a partial 
set of the measurement systems for several stations, and 
has been in operation with DARUMA since this Septem-
ber. 
We confirmed that the DARUMA framework is useful 

for the measurement system for stations. To promote 
DARUMA for more users in stations, we plan to enrich 
software tools in DARUMA such as improve image han-
dling tools and enrich documents and installers. 
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