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Abstract 
The Advanced Photon Source (APS) Upgrade multi-

bend achromat accelerator (MBA) uses state-of-the-art em-
bedded controllers coupled to various technical subsys-
tems. These controllers have the capability to collect large 
amounts of fast data for statistics, diagnostics, or fault re-
cording. At times, continuous real-time acquisition of this 
data is preferred, which presents a number of challenges 
that must be considered early on in the design; such as net-
work architecture, data management and storage, real-time 
processing, and impact on normal operations. The design 
goal is selectable acquisition of turn-by-turn beam position 
monitor (BPM) data, together with additional fast diagnos-
tics data. In this paper we discuss engineering specifica-
tions and the design of the MBA Data Acquisition System 
(DAQ). This system will interface with several technical 
subsystems to provide time-correlated and synchronously 
sampled data acquisition for commissioning, troubleshoot-
ing, performance monitoring and fault detection. Since 
most of these subsystems will be new designs for the MBA, 
defining the functionality and interfaces to the DAQ early 
in the development will ensure the necessary components 
are included in a consistent and systematic way.  

INTRODUCTION 
State-of-the-art embedded controllers (microcontrollers, 

field-programmable gate arrays, digital signal processors, 
etc.) have a plethora of resources to implement a high-level 
functionality tightly coupled to the technical system equip-
ment.  A common use of these resources is to utilize large 
memory buffers to collect fast data for monitoring, statis-
tics, diagnostics or fault recording.  Each embedded con-
troller may contain several gigabytes of memory for such 
purposes. This presents a number of challenges related to 
data acquisition and data management: one must collect, 
transfer, manage, and utilize a large amount of data from 
numerous controllers without affecting normal operations.  

In this paper we describe engineering specifications and 
the design of the Data Acquisition System for the APS Up-
grade multi-bend achromat accelerator. The DAQ system 
will interface with a number of technical subsystems to 
provide time-correlated and synchronously sampled data 
acquisition for commissioning, performance monitoring, 
troubleshooting and early fault detection. Most of these 
subsystems will be redesigned for the MBA, and therefore 
defining the functionality and interfaces to the DAQ early 
in their development process will make sure that the nec-
essary hardware and software components are included in 
a consistent and systematic way across the board.  

REQUIREMENTS 
The APS Upgrade MBA beam position will be regulated 

by a distributed network of 20 double sector (DS) control-
lers and one master controller [1]. Each double sector will 
contain hardware for several technical subsystems with in-
terfaces to the DAQ system:  

• Storage Ring RF Beam Position Monitors (SRRF 
BPM) providing turn-by-turn (TBT) data 

• Storage Ring X-Ray Beam Position Monitors (SRXR 
BPM) 

• Real-time Feedback (RTFB) 
• Bipolar Power Supplies (BiPS) 
• Unipolar Power Supplies (UniPS) 

In addition to the above, the DAQ system will also interact 
with a number of other single-node subsystems, including 
the following: 

• Storage Ring RF (SRRF) 
• Injection Kicker Power Supplies (InjPS) 
• Bunch Current Monitor (BunCM) 
• Bunch Lengthening System (BunCM) 

Table 1: Anticipated Data Rates for the APS MBA 
Technical Subsystems with Interfaces to the DAQ System 

Subsystem Sample Rate 
[kHz] 

Data Rate 
[MB/s] 

Number 
of Nodes 

SRRF BPM 271 99.7 20 
SRXR BPM 10 0.5    20 
RTFB 22.6 25.8 20 
BiPS 22.6 13.2 20 
UniPS 22.6 32.7 20 
SRRF 271 67.2 1 
InjPS 0.2 1.3  1 
BunCM 10 26.0  1 
BunLS 2440 458.7 1 

 
As shown in Table 1, the total double sector data output 

is about 172 MB/s, while the cumulative data rate for the 
entire DAQ system is about 4.0 GB/s. Note that the turn-
by-turn rate indicated in Table 1 includes only the essential 
BPM signals (timestamp, x/y positions, sum). The gener-
ated TBT data could also include up to 8 additional signals 
per BPM (up to 240 signals per double sector), which could 
potentially result in as much as 260 MB/s of additional 
TBT data per double sector, or up to additional 5.2 GB/s of 
data for the DAQ system as a whole. 
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SYSTEM DESIGN 
Figure 1 illustrates the main components of the DAQ 

system. Wherever possible DAQ Input / Output Control-
lers (IOC) will directly interface with the hardware where 
the real-time acquisition is performed. In those cases where 
direct connection to hardware is not feasible, we have to 
utilize the system-specific “Front-end” (FE) software com-
ponents. Each DAQ IOC will be somewhat customized for 
a given technical system, but will also utilize a common 
framework for capturing and transferring time-series data. 
This framework will support the transmission of data 
across dedicated subnets, either directly to services for con-
tinuous data collection, or to services responsible for dis-
tribution of data to storage, external services, or applica-
tions prepared to accept and analyze this data. The main 
advantage of this architecture is that it can handle those 
cases where real-time DAQ IOCs do not have sufficient 
network bandwidth or processing power to handle multiple 
applications interested in the same data.  

The key aspects of the DAQ system will include: 
• Capability to acquire data from several subsystems at 

various sample rates and correlate this data to within 
one beam revolution (3.6 µs) or better 

• Scalability 
• Support for continuous acquisition or triggered acqui-

sition limited only by available storage 
• The ability to route the data to any number of applica-

tions 
• Separation from operational systems (networks, pro-

cessors, servers) to allow trouble-shooting/enhance-
ments during user operation 

The primary components of the DAQ system are the 
DAQ FEs and IOCs, the communication medium and pro-
tocol between the IOCs and the services, the data collection 
and distributor services, as well as the client API and CLI 

interfaces for applications that consume the data.  The fol-
lowing sections give additional details and suggested im-
plementations of these components. 

DAQ Front-ends 
The DAQ FEs are needed in such cases where direct IOC 

connection to the technical system is not possible, or is 
highly impractical. A typical example for this use case is 
FPGA/DSP hardware that is running on a platform not sup-
ported by EPICS, from which data can be retrieved only 
via network connection. Although each FE will be imple-
mented in a manner mostly specific to the underlying hard-
ware, there may be some parts that come from a common 
DAQ software base (e.g., generic framework for TCP-
based messaging). 

DAQ IOCs 
The DAQ IOCs will be built using the common 

Asyn/Area Detector (AD) [2] framework offering a flexi-
ble architecture that allows utilizing any number of real-
time processing and communication plugins (Fig. 2). Each 
IOC driver will use a customized interface to collect the 
real-time data either directly from the technical system, or 
from its front-end. In addition, each IOC will need to de-
fine the mechanism by which it retrieves a precise 
timestamp that will be applied to the data. Many DAQ 
IOCs will contain event receivers; others may obtain 
timestamps from another system. The timestamp and event 
retrieval, together with the driver, represent the hard-real 
time components of the DAQ IOC. 

Each DAQ IOC will also be customized with respect to 
a set of processing plugins appropriate for a given technical 
system. There may be plugins for statistics, filtering, fault 
detection, or pre-processing of the data.  More generic 
plugins may be used in more than one IOCs, but some will 
have to be custom written for a specific hardware or anal-
ysis application.  

 
Figure 1: DAQ system architecture.
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Figure 2: DAQ IOC. 

 

DAQ Data Objects 
Different technical systems gather different sets of fast 

time-series channel data, static parameters and slow data. 
Channel data also varies in type, such as signed and un-
signed integers, floats, doubles, etc. In order to simplify 
handling of the DAQ data by the receiving services, as well 
as to enable use of generic EPICS client interfaces and 
tools, all data collected and provided by the DAQ software 
must be self-describing. To this end we propose utilizing 
EPICS PV Data (PVD) structures [3], which will allow cre-
ating system-specific and self-describing DAQ objects that 
can be retrieved via any standard EPICS PV Access (PVA) 
[4] command line tools or APIs, and that can be easily un-
derstood by any client application. 

As an example, the power supply (PS) fast readback data 
structure might encompass the following array fields used 
for monitoring and diagnostics (Nc indicates number of 
correctors): 

• Time (double array) 
• Setpoint_i (i=1,..,Nc; Nc float arrays) 
• CurrRdbk_i (i=1,..,Nc; Nc float arrays) 
• StatusRdbk_i (i=1,..,Nc; Nc float arrays) 
• FbcClockTimestamp (double array) 
• UdpRxTimestamp (double array) 
• EventNumber (slow data array) 

In addition, the PS structure may contain a set of param-
eters (scalar fields) common to all DAQ data structures 
(e.g., object ID, DAQ timestamp, etc.), as well as a number 
of PS-specific fields describing the current state of the un-
derlying power supply hardware. Note that some of the 

system-specific fields might represent slow data arrays. 
“Slow data” are values that do not need to be sampled at 
the high acquisition rate but may change during the acqui-
sition interval. DAQ slow data objects are PVD structures, 
with timestamp and data fields, with the data field itself 
being a structure. This design supports the most generic use 
case where slow data might consist of several elements. 

The IOC driver will fill in the PV Data object (or the 
“data buffer”) from the hardware data during the data ac-
quisition cycle, and IOC will make this object available to 
client applications on the EPICS PV Access (PVA) channel 
via a custom Area Detector PVA server plugin.  

DAQ Acquisition Modes 
To accommodate high-capacity high-data-rate acquisi-

tions, different techniques must be employed depending on 
the acquisition interval of interest and the size and rate of 
the DAQ Data Objects.  Three acquisition modes are de-
scribed in the following paragraphs.  

Figure 3 illustrates the first case where an entire acquisi-
tion cycle (made up of possibly several waveforms at a 
high sampling rate) can effectively be transmitted as a sin-
gle DAQ Data Object. The acquisition may be initiated pe-
riodically or by an aperiodic event. The resulting wave-
forms are analogous to EPICS V3 waveform records and 
can be easily interpreted by any client.  

Figure 4 the desired acquisition interval results in a data 
packet (based on number of waveforms and sampling rate) 
too large to effectively transmit in a single DAQ Data Ob-
ject.  Therefore, the desired acquisition cycle is divided 
into a “burst” of DAQ Data Objects allowing for reasona-
ble buffer sizes to be used in the IOC & clients. The client 
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must have sufficient performance to receive these contigu-
ous packets (without missing any) and reassemble them 
into the desired waveforms.  In this case, the client must be 
aware that several DAQ Data Objects are included in a sin-
gle acquisition. Similar to the first case, the acquisition 
may be initiated periodically or by an aperiodic event. 

 
Figure 3: DAQ Acquisition Mode: Single DAQ Data Ob-
ject (indicated by the red square). 

 
Figure 4: DAQ Acquisition Mode: Multiple Contiguous 
DAQ Data Objects. 

Figure 5 illustrates continuously streaming DAQ data 
that may be used to capture very long acquisitions or to 
look for random or hard to detect anomalies in the data. 
Again, the client must be aware of this mode and have suf-
ficient performance to capture contiguous DAQ Data Ob-
jects. Properly configured, a client could continuously cap-
ture, process, and store this data potentially limited only by 
available disk space.  

 
Figure 5: DAQ Acquisition Mode: Continuous "Stream-
ing” DAQ Data Objects. 

Storing DAQ data into files during long-term acquisition 
is one of the most important use cases of the continuously 
streaming acquisition mode. This will be accomplished via 
custom AD streaming plugins. These plugins will utilize 
PV Access protocol to transmit sequential data bursts to the 
Data Collector service, which will store each burst into its 
own file and possibly trigger a pre-configured processing 
workflow for that file. The number of DAQ Data Objects 
that form a single data burst determines the file size, and 
the stream duration determines the number of files. Both of 
those parameters will be configurable at runtime for each 
DAQ streaming plugin. This effectively enables continu-
ous saving of the DAQ data, limited only by the available 
storage size. 

It is also worth mentioning that a subset of DAQ stream-
ing plugins will keep circular arrays of DAQ PV Data ob-
jects, and will be able to start streaming data from some 
point in the past, and until some point in the future. This 
may be used for triggered data acquisition and may also aid 
diagnostics and troubleshooting efforts after certain events 
(e.g. post-mortem analysis of unscheduled beam dumps). 

DAQ Services 
The Data Distributor service will be responsible for ac-

cepting DAQ PVD objects that are part of a data burst, and 
forward those objects to any applications or external ser-
vices subscribed to the data generated by a particular tech-
nical system. If the burst should be stored as an SDDS file, 
the DAQ PVD objects will also be sent to the Data Collec-
tor service. 

The Data Collector service will accept DAQ PVD ob-
jects, process them as needed, and save them into SDDS 
[5] files, so that each SDDS file corresponds to one data 
burst. This service will also keep track of files that belong 
to a stream. After completion of each burst, as well as upon 
completion of each stream, the Data Collector will notify 
any external services responsible for processing this data. 
Note that the Data Collector service will be able to operate 
and accept data independently of the Data Distributor. This 
provides DAQ IOCs with an option to stream data directly 
to the Data Collector. 

Both Data Distributor and Data Collector services will 
be able to accept simultaneous connections from multiple 
clients such as streaming plugins and various client appli-
cations. They will also be able to handle data generated by 
all DAQ technical systems and by multiple DAQ IOCs. 
These features will go far in ensuring system scalability 
and robustness. 

DAQ PVD objects will be exposed to client applications 
via EPICS PV Access protocol [4], which enables usage of 
standard EPICS tools and user interfaces. However, if need 
arises, we will also keep in mind a possibility of using ad-
ditional protocols that might be more efficient than PVA 
for those use cases where large number of client applica-
tions may be interested in the same data. One particularly 
appealing option for this is using ZeroMQ Message 
Transport Protocol and ZeroMQ APIs [6], which provide 
generalized sockets that represent many-to-many connec-
tion between endpoints.  Note that this would require 
providing clients with DAQ ZeroMQ-based APIs for ac-
cessing the data (i.e., for converting raw ZeroMQ messages 
to PVD objects). 

In addition to the Data Distributor and Data Collector, 
the DAQ system will provide a number of other services, 
including the following: 

• SDDS to PVD Object Service 
• Area Detector Image Service 
• Data Correlation and Alignment Service 
• Orbit Service 
• Injected Bunch Diagnostics Service 
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All of those services will be deployed with a goal of aiding 
machine commissioning, troubleshooting, diagnostics, 
user analysis and monitoring. 

DAQ Clients 
As mentioned earlier, all DAQ PVD objects will be ac-

cessible to client applications and users via standard EPICS 
PVA command line (CLI) and graphical (GUI) tools, as 
well as via PVA APIs in various supported programming 
languages (C++, Java, Python, etc.). We also anticipate the 
need to provide real-time access to DAQ data in SDDS and 
Matlab/Octave. In addition to this, the system will provide 
DAQ-specific APIs and GUI/CLI tools that will allow con-
figuring data bursts in terms of size and channels of inter-
est, retrieving data bursts, monitoring and troubleshooting 
IOCs and services, etc. One such tool being developed is 
APS C2 Data Viewer [7], which is capable of displaying 
streams of multiple scalar array fields of DAQ data objects 
simultaneously in real-time (Fig. 6).  

 

 
Figure 6: APS C2 Data Viewer application displays 
streaming DAQ data. 

DATA MANAGEMENT 
It is likely that most of the data generated by the DAQ 

system will not reach any client application or be saved in 
storage. Nevertheless, the overall design of the DAQ sys-
tem must consider various data management needs: 

• Storage area management 
Handle data movement from local (short-term) storage 

to a more permanent location (medium/long-term 
storage) 

Data archival 
• Enable users and applications to easily find and access 

data 
Metadata catalog 
Integration with Component Database [8, 9, 10] 

• Facilitate data processing and analysis 
Real-time (or near real-time) processing of the DAQ 

data using automated workflows 
User-initiated processing and analysis of data 

The need for data management is not unique to APS Up-
grade. Similar functionality is typically required for any 
                                                           
1 We have used EPICS version 7 P2P gateway [3] as our initial Data 
Distributor service. 

system that deals with large volume of continuously col-
lected data (e.g., any APS beamline). Rather than designing 
and developing APSU data management system from 
scratch, we propose to utilize and adapt as much as possible 
the existing Data Management (DM) solution [11] that is 
being developed and maintained for APS beamlines. This 
promotes software reuse and also minimizes data manage-
ment software development effort required by the APS Up-
grade. 

Figure 7 shows the DAQ/DM system integration dia-
gram.  On every Data Collector node DM Data Acquisition 
Service will be responsible for live disk monitoring, data 
uploads, and Metadata Catalog updates. Depending on its 
configuration, Data Collector may notify the DM Data Pro-
cessing Service every time data burst is saved into an 
SDDS file, or after an entire data stream is completed, 
which may trigger automated workflow-based processing. 
Users may request uploading of certain datasets to storage, 
interact with the Metadata Catalog (or Component Data-
base) to find files they are interested in, or submit analysis 
jobs to the DM Data Processing Service. Data in me-
dium/long-term storage will be managed by the DM Data 
Storage Management Service. 

 
Figure 7: DAQ/DM System Integration. 

IMPLEMENTATION STATUS AND  
FUTURE DEVELOPMENT 

During the MBA R&D phase we have implemented 
DAQ IOCs for five technical subsystems for the APS Up-
grade, two additional IOCs for the APS Injector Particle 
Accumulator Ring, along with the prototype Data Collec-
tor and Data Distributor,1 as well as with SDDS to PVD 
Object Service. The prototype DAQ system has been used 
in numerous machine studies, and has also aided in elimi-
nating the 147Hz vibration source in the APS storage ring 
[12]. 

We have successfully completed initial integration of the 
DAQ system with the DM software, and used it for proto-
types of real-time processing applications. The DM system 
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is also used for automated management of the APS Up-
grade Magnetic Measurement data. 

Plans for the future work include adding several missing 
features to the DAQ IOC framework, development of ad-
ditional DAQ IOCs, development of new services to aid 
data analysis, enhancing the existing functionality, as well 
as the system production deployment. 

CONCLUSIONS 
In this paper we discussed requirements and design of 

the Data Acquisition System for the APS Upgrade multi-
bend achromat accelerator. The system will interact with a 
number of technical subsystems in order to provide time-
correlated and synchronously sampled data acquisition for 
the new machine commissioning, troubleshooting, fault 
detection and performance monitoring. 
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