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Abstract 
Providing a reliable and performant Data Acquisition 

System (DAQ) at Free Electron Lasers (FELs) is a chal-
lenging and complex task due to the inherent characteris-
tics of a pulsed machine and consequent need of beam syn-
chronous shot-to-shot DAQ, which enables correlation of 
collected data associated with each FEL pulse.  

We will focus on experiences gathered during the pro-
cess of moving towards 100 Hz operation at SwissFEL 
from the perspective of beam synchronous DAQ. Given the 
scarce resources and challenging deadlines, many efforts 
went into managing conflicting stakeholder expectations 
and priorities and into allocation of time for operation sup-
port and maintenance tasks on one side and time for design 
and development tasks on the other side. The technical 
challenges we encountered have shown a great importance 
of having proper requirements in the early phase, a well 
thought system design concept (which considers all sub-
systems in the DAQ chain), and a well-defined test frame-
work for validation of recorded beam synchronous data 

INTRODUCTION 
SwissFEL Project Timeline 

The SwissFEL free electron laser facility [1] is the new-
est accelerator at the Paul Scherrer Institute (PSI). The 
overall length of SwissFEL measures 720 m and consists 
of a 270 m long common accelerator line (injector, linac 1 
and linac 2), followed by a switchyard, splitting it into two 
lines. The first, straight line, being part of the first construc-
tion phase, represents the third part of the linac and the hard 
X-Ray branch Aramis. Aramis currently serves two exper-
imental stations, namely Alvra and Bernina. The project of-
ficially started in 2013 and was declared finished at the end 
of 2017. 

In the currently ongoing second construction phase, a 
parallel, soft X-Ray branch Athos [2] will be added, deliv-
ering photons to two additional experimental stations, 
Maloja and Furka. The project timeline is 2018 – 2020 and 
first lasing is planned for December 2019. First pilot ex-
periment in Maloja experiment station is planned for April 
2020, while first pilot experiment in Furka is planned one 
year later, in April 2021. In addition, the project of building 
a third Aramis experimental station Cristallina is slowly 
starting. SwissFEL layout is shown in Figure 1. 

DAQ Challenges at FELs 
In order to better understand the challenges of a FEL 

DAQ system, one first needs to understand the main differ-
ences between the continuous beam facility like a synchro-
tron and the pulsed machine like a FEL. 

At PSI, three other large user facilities, operated before 
SwissFEL (SLS, SINQ and SμS), are all continuous beam 
sources. If we take SLS as a comparison, it delivers a sta-
ble, continuous beam to 18 user beamlines (or experi-
mental stations). Due to the beam stability and continuity, 
the data obtained at the experimental station at a certain 
point in time does not depend (in large extent) on the ma-
chine parameter. This greatly simplifies the data acquisi-
tion process, as the timing requirements are quite relaxed 
and there is no need to correlate the experimental data with 
machine data (except for some asynchronous, slowly 
changing parameters). 

The inherent characteristic of a pulsed machine is that 
the data readout has to be triggered synchronous to the 
electron or photon beam in order to collect useful data. As 
the beam (consisting of individual electron bunches) prop-
erties can fluctuate considerably from bunch to bunch, the 
data collected at the experimental station depends signifi-
cantly on physical parameters of every bunch (pulse) on its 
path along the accelerator line, and therefore needs to be 
tagged appropriately. The BS DAQ system needs to store 
very large data sets and provide the ability to correlate the 
collected experimental data associated with each FEL 
pulse. For a 100 Hz repetition rate, this means that data 
(scalars, waveforms and images) all along the accelerator 
line have to be reliably collected, processed, tagged and 
recorded inside a 10 ms time slot. Therefore, the accelera-
tor part of the FEL facility is much more involved in the 
experiment than in a synchrotron, even more so as usually 
a single bunch train delivers photons to only a single ex-
perimental station. 

In addition, the users would like live (or close to live) 
analysis of beam synchronous data, which further increases 
the overall complexity as not only beam synchronous data 
recording but also beam synchronous data retrieval is 
needed.  

All this presents an important shift in required technical 
skills of personnel working in the Control system section. 
A significant increase for experienced software developers 
and versatile control system specialists with higher 
knowledge level in real-time (embedded) systems arises. 
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Figure 1: SwissFEL layout (phase 1 and phase 2).

BS DAQ System Design 
The entire BS DAQ chain consists of several subsystems 

[3]. The first and most central building block is the timing 
system [4]. It is responsible for the reliable and precise dis-
tribution of timing triggers and timing information (global 
time stamp, pulse ID) to individual devices (sources). The 
sources are responsible for data readout, for tagging the 
data with the corresponding pulse ID and forwarding it as 
messages (using ZMQ protocol [5]) to the dispatching 
layer (each message consists of several channels). Most of 
the sources are EPICS IOCs [6], while some sources are 
implemented as real-time applications, therefore entirely 
bypassing the EPICS layer. Depending on the timing event 
sources subscribe to, they may readout and send the data 
with different frequencies (not necessarily with the beam 
repetition rate). 

The dispatching layer is responsible for collection, syn-
chronization and dispatching of BS channels. If requested 
by a client, it can directly dispatch a synchronized stream 
of a subset of BS channels, coming from different sources 
to that client. Besides, it forwards all channels to the buff-
ering layer responsible for recording. Scalars and wave-
forms are recorded in the data buffer (currently 13 servers 
with local SSDs attached), while images are recorded in the 
image buffer (2 servers, attached to the GPFS cluster). The 
data remains in the buffering layer for a determined period 
of time (depending on the data type), during which it can 
be retrieved via a REST API. The dispatching and buffer-
ing layers are separated only logically, physically they are 
hosted on the same machines. The general layout of the en-
tire beam synchronous DAQ system is depicted in Fig 2. 

Large experimental pixel detectors are not integrated in 
the described DAQ system due to large volume of data they 
produce. For example, the biggest Jungfrau (JF) 16M de-
tector produces 32 MB of raw data (32 modules, 0.5 Mpix-
els/module, 16 bit), which results in 3.2 GB/s when used at 
100 Hz repetition rate. All versions of Jungfrau detectors 
write beam synchronous data (tagged with the pulse ID) 
directly to the experimental storage [7]. 

SwissFEL DAQ in Numbers 
In SwissFEL there are currently over 12.000 beam syn-

chronous channels recorded by the data buffer (scalars and 
waveforms) and approximately 60 cameras configured to 

record images into the image buffer (they never run all sim-
ultaneously).  

Most cameras are operating with the beam repetition 
rate, which is currently 25 Hz, while a large portion of data 
buffer channels already delivers data with 100 Hz (e.g. all 
RF channels and most of diagnostic channels). 

The total network throughput in the data buffer is ap-
prox. 65 MB/s per server, which gives a total of little less 
than 1 GB/s for 13 servers. The total incoming network 
traffic for the two image buffer servers is just below 2 GB/s 
and we are writing to GPFS storage with roughly 800 
MB/s, with limit being 5 GB/s.  

In addition, we are recording almost 360.000 asynchro-
nous channels using the archiver appliance [8]. 

ROADMAP TO 100 Hz OPERATION 
As already mentioned, it is foreseen that SwissFEL op-

erates with the repetition rate of 100 Hz. In the initial pro-
ject plan, the 50 Hz operation milestone was set very opti-
mistically for July 2017 and the 100 Hz one by the end of 
2017 (end of project). Although various beam synchronous 
sources could individually already cope with higher rates, 
the initial repetition rate was set to 10 Hz for two main rea-
sons. Firstly, the BS data integrity was not validated (veri-
fication of correct data readout and tagging) and secondly 
large portion of individual sources as well as the system as 
a whole were not yet prepared to reliably handle the vast 
amount of data. Furthermore, insufficient experimental 
storage capabilities were preventing the use of large JF de-
tectors at higher rates (currently still the case for the big-
gest detectors). 

First pilot experiment, which took place in December 
2017, at the end of the project phase, was therefore per-
formed with the repetition rate of 10 Hz. The same rate was 
kept during first pilot experiments in 2018. In May 2018 
the beam repetition rate was increased to 25 Hz. This was 
also the available repetition rate at the start of official user 
operation in 2019. Some user experiments in 2019 were 
performed already with 50 Hz, although relying mostly on 
the beam synchronous data from the main JF pixel detector 
(smaller version), which bypasses the BS DAQ backend 
infrastructure and writes data directly to the experimental 
storage. Nevertheless, as of today, SwissFEL officially still 
runs at 25 Hz. 
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Figure 2: SwissFEL beam synchronous DAQ system layout.  

 
Due to slow progression, increasing pressure from the 

users to move to higher repetition rates, limited resources 
and lack of prioritization combined with (too) high work-
load, we quickly saw a need for a coordinated discussion 
with relevant stakeholders. As the result of these discus-
sions a document, describing the roadmap to reach 100 Hz 
operation, was presented in September 2018. It predicted 
the switch to permanent 50 Hz operation in the second half 
of 2019 and potential final move to 100 Hz in beginning of 
2020 (pending experiences with 50 Hz operation). All im-
portant milestones and dates are depicted in Fig. 3. 

EXPERIENCES AND LESSONS LEARNED 
Many experiences with the BS DAQ system at SwisFEL 

were gathered in the past few years and many valuable les-
sons were learned, both from technical as well as from pro-
ject and stakeholder management perspective. In this sec-
tion some of the most valuable insights will be presented. 

Requirements – Plan for Change 
The first condition for a successful project is having 

clear requirements. For the beam synchronous DAQ sys-
tem in an FEL this is not easy (if not impossible) to accom-
plish. The main problem is that the most demanding stake-
holder – end station scientist – is just not yet there when 
requirements are collected. Hence, first input will come 
from the accelerator expert groups (diagnostics, beam dy-
namics, RF & LLRF, etc.), which have a different set of 
needs and priorities. One can make certain assumptions 
about the needs of experiments based on experiences of 
other FEL facilities, which can be used for the design of 
the DAQ system, but one has to be prepared for changes 

(which will certainly increase the complexity of the sys-
tem), especially in the data aggregation and data retrieval 
part. 

From the project management perspective, adopting cer-
tain agile principles during the development of the DAQ 
backend system will facilitate the team to better react to 
those changes and new feature requests. This makes it eas-
ier to change directions while still delivering a working 
product. 

Planning Phase – System Design 
Regardless of the resource situation and project time 

constraints, it is important to spend a lot of time on the in-
itial system design phase. Having solid DAQ system bases 
will help the stability and ability to maintain and further 
develop the system. Based on our experiences, topics that 
play a very important role in the design phase are the fol-
lowing: 

Network Topology is something that has to be planned 
in advance. Things like: network separations, firewall lo-
cations or which connections will require high throughput, 
will determine the usability of the DAQ system. In order to 
make correct decisions, one has to know the main dataflow 
path and which beam synchronous sources will be im-
portant (information usually not available in the design 
phase). The main lesson is: data flows mainly from the ma-
chine towards the end station. Therefore, avoid bottlenecks 
on any path towards the end users. 

Data Retrieval Pay attention not only to data collec-
tion/recording but also to data retrieval (especially for im-
age data) and shot-to-shot image processing. Topics like 
data retention policy, where will image data processing 
happen,   which servers will be used,   how they are placed 
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Figure 3: SwissFEL project and DAQ timeline.

inside the network topology, how much data can users (or 
intend to) request simultaneously and in what way will us-
ers access this data (live or delayed), should be addressed. 
Another important point from the user perspective is the 
ability to merge beam synchronous data (tagged with pulse 
IDs) with archived asynchronous data (tagged with local 
timestamps). 

Integrated Design The reliability of the BS DAQ sys-
tem depends on the reliability of individual subsystems in 
the entire chain (timing, individual sources and data re-
cording/retrieval backend). Different teams are usually re-
sponsible for the development of different subsystems. It is 
important to avoid the silo-driven, non-collaborative de-
velopment where each subsystem is designed and opti-
mized without thinking about other links in the DAQ chain.  
Special care needs to be put into a collaborative design, 
definition of interfaces and optimization of the system as a 
whole. There is no benefit if the timing system itself is very 
precise, but delivers the timing data to beam synchronous 
sources in a way, which prevents optimal data collection 
and tagging. Or, for example, if the data backend and its 
protocol is designed in a way to simplify its architecture, 
but at the same time prevents sources to efficiently forward 
the data. 

System Implementation Phase 
During the implementation phase, the BS DAQ system 

could be logically split into two main parts. The first part 
are the data sources coupled with the timing system and the 
second part the data aggregation and data dispatching 
backend.  

Data Collection 
• Optimize sources carefully and run data validation 

tests. A lot of effort has to be spent on a reliable data 
collection. Non-optimal timing interface, timing jitter 
(jitter between subsequent pulses), bad implementa-
tion of EPICS IOCs, or non-optimal configuration of 
the embedded systems are most common causes for 
misbehaving sources. A single unreliable source, 
which cannot deliver beam synchronous data inside a 
given time slot (either delivers it with a delay, or skips 
pulse IDs) can create many problems in the DAQ sys-
tem backend. However, such sources are easy to iden-
tify with proper diagnostics tools. A different problem 

are sources, which seemingly deliver valid data, 
where in fact the data is tagged with a wrong pulse ID 
(usually shifted for one pulse). Such problem will go 
undetected by diagnostic tools, and will result in false 
data correlation. Therefore, it is important to invest 
into proper HW-based data validation tests for indi-
vidual sources and select a responsible person to per-
form these tests (usually the device responsible or the 
device control system integrator). 

• Consider bypassing the control system. There will 
be many different beam synchronous sources using 
different type of hardware with different amount of 
data to be read-out. For some it will be more challeng-
ing to achieve the real-time requirements than for oth-
ers. For time critical sources, it is worth considering 
bypassing the control system used in the facility (EP-
ICS in our case) and performing beam synchronous 
data tagging at a lower level. 

Data Aggregation and Dispatching 
• Detector/Camera Data Reduction Provide tools for 

reducing data volumes (compression, lossy algo-
rithms) from the very beginning, as it takes time to 
introduce them at a later stage, and convince users to 
spend time validating them. Try to implement the im-
age processing routines already at the source (image 
acquisition servers) to mitigate the amount of data 
sent over the network (where applicable).  

• Diagnostic tools are important. The user does not 
perceive the DAQ system as a collection of subsys-
tems but as one unified system. The only important 
point is that they can obtain their data reliably. It is 
important to understand that they will always see the 
problems in the last link (data aggregation and data 
retrieval system). Therefore, it is very important to 
place a special care on the DAQ system diagnostic 
tools from the very beginning in order to be able to 
collect useful and valuable statistics. Having a general 
system overview (ideally centralized), containing in-
formation about corrupt sources, status of the sources 
(live/idle, connected/disconnected), status of the tim-
ing triggers/events and status of the DAQ servers, 
among others, will significantly decrease the trouble-
shooting time and simplify the search for the cause of 
a problem. 
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Resource Management and Operational Aspects 
Skill Set The necessary skill set of control system engi-

neers shifts when dealing with an FEL compared to a con-
tinuous light source. Efficient integration of beam synchro-
nous devices in SwissFEL proved to be a much more com-
plex task than the integration of devices into the control 
system in other facilities at PSI. 

In addition, the need for experienced high-level software 
developers increases significantly due to the challenges of 
the BS DAQ backend. We learned that we were signifi-
cantly understaffed in that area and unfortunately were not 
able to bring more resources to the team due to ongoing 
reorganization at PSI. Creating a solid team from the be-
ginning is very important, as adding temporary personnel 
or new members to the team at a later stage is not an effi-
cient solution. 

Separation of Development and Operation Work 
This of course heavily depends on available resources. Ide-
ally, you should try to keep the developers away from day-
to-day operational aspects, 1st level user support and 
maintenance. If you have enough resources available, split 
the development and operational resources, but make them 
work closely together. As already mentioned in the previ-
ous section, this was/is not the case at SwissFEL. Devel-
opers spend a considerable amount of their working hours 
on operational aspects instead of software development. 

Avoid Going into Operation Too Early Software com-
missioning time is crucial (especially when resources are 
scarce), but it is almost always neglected. Partially because 
it comes last and the pressure to keep the deadlines for op-
eration start is already high due to accumulated delays dur-
ing the project phase, and partially because it is simply un-
derestimated during the (already optimistic) project plan-
ning phase. At SwissFEL hardly any time was allocated for 
the DAQ system commissioning before the start of pilot 
experiments in 2018. If too little time is dedicated to com-
mission this crucial part of the FEL, it is highly probable 
that solid foundations will not be laid, and users will con-
sequently suffer a lot during the early operation phase. In 
addition, once the FEL is in user operation, the pressure 
multiplies, available time for development and testing de-
creases, and experiment-specific requests have to be ad-
dressed as well. Lack of commissioning time combined 
with lack of resources proved to be the main reason for de-
lays in reaching the 100 Hz milestone from the BS DAQ 
perspective. 

Stability Over Performance - Avoid Workarounds as 
Much as Possible Do not increase the performance (e.g. 
go to a higher repetition rate or introduce new features) be-
fore the existing system is stable. This is, however, not so 
easy to accomplish, because users will push for perfor-
mance even though they in principle understand the need 
for prioritizing stability. They also have their deadlines and 
pressure for providing scientific results. In such situation, 
it proves difficult to avoid workarounds or quick fixes, 
which (partially) provide users what they need but create 
much bigger problems in the long term. Aim to minimize 
such actions as much as possible, and rather concentrate on 

long-term, stable development. The more short-term alter-
native solutions you provide, the more problems you will 
have to converge back to a stable and maintainable DAQ 
system. 

Managing Stakeholders 
Effective stakeholder management is crucial if you want 

to achieve the goal of delivering a reliable DAQ system in 
due time.  

Keep End Users Engaged In the beginning of this sec-
tion we said that adopting some agile principles will help 
the team to react faster to change requests (usually coming 
from the side of the beamline scientists). Working closely 
with users is one of main agile principles and involving 
them in the development process is crucial. Hold regular 
meetings with users, plan regular tests with them, actively 
seek their feedback and enquire about their short- and mid-
term plans.  

Educate Users Educating users about the nature of the 
BS DAQ system and best usage practices is also vital to 
ensure stable operation of the DAQ system. Users will tend 
to request as much data at their disposal as possible. Not 
necessarily because they need all this data, but just because 
it might come useful. If they understand system limitations 
(data volume, throughput) and that requesting too many 
data at once can bring down the system, it is much more 
likely that they will use the system with more care.  

Manage User Expectations When operation starts, us-
ers will be under a lot of pressure to produce scientific out-
put, and the BS DAQ system is crucial for this. Accelerator 
expert groups will have different set of priorities, which 
will also involve the DAQ system. The DAQ team will be 
faced with competing requests from different stakeholders. 
Some will push for stability improvements, others will 
push for increasing repetition rates, and some will push for 
adding new features. In addition, the DAQ team will have 
their own priority tasks concerning the core DAQ system. 
When resources are scarce and time is limited, it will be 
impossible to deliver everything in due time. Expectation 
management is vital if you want to avoid high levels of 
frustration among involved parties. However, no matter 
how successful you are in managing user expectations, you 
can only alleviate this problem to a certain extent, but can-
not avoid it completely. 

Force High Management to Set Priorities If agree-
ment on priorities cannot be reached in direct interaction 
with requesters themselves (usually the case), prioritiza-
tion has to be requested from the board of higher-level 
management, representing all involved organizational 
units. As the high-level managers cannot evaluate the im-
portance of tasks by themselves, this request has to contain 
clear information about task types, time estimates, benefits 
and consequences if the task is performed or not. In addi-
tion, it should be accompanied with the proposal of priori-
ties from the perspective of the DAQ team. Pushing high-
level management to take these decisions will also force 
them to take responsibility and be more aware of the status 
of the project. 
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Depending on the organizational structure, this task 
might be more or less challenging. At PSI, Control system 
section belongs to Large Research Facilities division 
(GFA), the same as operations section and different expert 
groups. Photonics groups (end stations and photon diag-
nostics) belong to Photon Science research division (PSD) 
and the Science IT section, which works closely with con-
trols section in DAQ related topics, belongs to logistics di-
vision (LOG). Consequently, up to third level management 
(out of four levels) had to be involved to reach a certain 
level of agreement on priorities (still not entirely success-
ful). 

CONCLUSION 
The described BS DAQ system has been used in daily 

operation of the SwissFEL facility, which started with of-
ficial user operation in 2019. In a great deal due to lack of 
resources and lack of commissioning time, it is not in its 
final state yet. It shows certain reliability issues, especially 
with beam synchronous image retrieval, which is increas-
ingly used at the experimental stations. Significant efforts 
are put into solving existing problems, while at the same 
time keeping the support of running user experiments at a 
high level. In order to first achieve the desired reliability, 
the operation is currently kept at 25 Hz, with plan to move 
to 50 Hz operation in the following months, and to 100 Hz 
operation some time in 2020. 
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