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Abstract
High current storage rings, such as the Z operating mode

of the FCC-ee (FCC-ee-Z), require superconducting radio
frequency (RF) cavities that are optimized with respect to
both the fundamental mode and the dangerous higher or-
der modes (HOMs). In this paper, in order to optimize
the shape of the RF cavity, a constrained multi-objective
optimization problem is solved using a massively parallel
implementation of an evolutionary algorithm. Additionally,
a frequency-fixing scheme is employed to deal with the con-
straint on the frequency of the fundamental mode. Finally,
the computed Pareto front approximation and an RF cavity
shape with desired properties are shown.

INTRODUCTION
Superconducting RF cavities are mainly optimized with

respect to the properties of the fundamental mode [1]. How-
ever, in high current machines, such as the FCC-ee-Z [2],
monopole and dipole modes are major sources of beam in-
stability. The first monopole HOM band can be untrapped
by enlarging the beam pipe radius, but the first dipole band
remains trapped in the cavity and requires a special damping
mechanism. In order to ease the HOM damping of the first
dipole band, in this paper, a multi-objective shape optimiza-
tion of a single-cell cavity that takes into account both the
fundamental mode and the first dipole band is performed.
The optimization algorithm is described on the concrete
problem of optimizing the shape of the axisymmetric cavity
for the FCC-ee-Z, but the same method can be used with
other objectives and parameterizations.

MULTI-OBJECTIVE OPTIMIZATION
In this paper four objective functions have to be optimized

simultaneously. First, the distance between the frequency
of the first dipole mode, f1, which is typically the TE111
mode, and the frequency of the fundamental mode, f0, has
to be maximized. Second, the distance between f1 and the
frequency of the second dipole mode, f2, which is typically
the TM110 mode, has be minimized. These two objectives
simplify the design of the HOM couplers for damping the
first dipole band. Third, the sum of the transverse shunt
impedances of the dipole modes has to be minimized. The
following definition of the transverse shunt impedance for
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the dipole modes is used [3]

R
Q⊥
=

(
V| |(r=r0) − V| |(r=0)

)2

k2r2
0ωU

,

where k is the wave number, r0 the offset from the axis,
ω the angular frequency, and U the stored energy. Fourth,
G0 · R/Q0 (G0 is the geometry factor) of the fundamental
mode has to be maximized, since it is inversely related to the
dissipated power on the surface of the cavity [4]. In addition
to these four objectives, f0 has to be fixed to the operating
frequency of 400.79 MHz.

Seven variables (Req,Ri, L, A,B,a and b) uniquely de-
scribe the shape of an elliptical cavity as shown in Fig. 1.
The wall slope angle α can be computed from these design
variables and, in order to avoid re-entrant shape cavities, it
must be at least 90◦.

A
B

Ri L

Req

a
b

α

Figure 1: Parameterization of a single-cell elliptical cavity.

This can be formulated as the constrained multi-objective
optimization problem

min
Ri ,L,A,B,a,b

(

F1︷ ︸︸ ︷
f0 − f1,

F2︷   ︸︸   ︷
| f1 − f2 |,

F3︷         ︸︸         ︷
R
Q⊥1

+
R
Q⊥2

,

F4︷     ︸︸     ︷
−G0 ·

R
Q 0
),

subject to f0 = 400.79 MHz and α ≥ 90◦. (1)

Since in a single-cell cavity there is no restriction on the
length 2L of the cell (because the particle only passes
through one cell), and since this length highly affects f1,
L is also taken to be a design variable. On the other hand,
the variable Req has the highest influence on the value of
f0, so it is not considered to be a design variable in the
optimization, but rather used to tune f0 to the desired value.

As part of the field leaks into the beam pipe, the cell
and the beam pipe are simulated together and f0 is tuned
to 400.79 MHz taking the beam pipe effect into account. In
this paper, the beam pipe length is set to the value of the
wave length λ = 748 mm.
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FORWARD SOLVER

When solving time-harmonic Maxwell’s equations in a
vacuated axisymmetric RF cavity with perfectly electrically
conducting (PEC) boundary conditions (BC) using the finite
element method, one gets a generalized eigenvalue problem
(GEVP) for each m ∈ N0 [5, 6]. The parameter m is the
azimuthal mode number, and it is 0 for monopole modes, 1
for dipole modes, etc. Since the cross section of the single-
cell elliptical cavity, as shown in Fig. 1, is symmetric, it
is sufficient to solve time-harmonic Maxwell’s equations
in only half of it, once with PEC and once with perfectly
magnetically conducting (PMC) BC on the symmetry plane.

For a specific value of Req,Ri, L, A,B,a and b, half of
the cross section of the corresponding cavity is created and
meshed. In order to compute the properties of the fundamen-
tal mode, the smallest eigenpair of the GEVP corresponding
to m = 0 and PEC BC is found (TM010). Similarly, to
compute the properties of the dipole modes, the smallest
eigenpair of the GEVPs corresponding to m = 1 and PEC
(TM110) and PMC (TE111) BC on the cross section symmetry
plane is found.

OPTIMIZATION ALGORITHM

Evolutionary Algorithm (EA)
A design point d1 = (Ri,1, L1, A1,B1,a1, b1) dominates d2

if it is not worse in any of the objectives, and it is strictly
better in at least one objective. A massively parallel imple-
mentation of an EA [7], combined with the axisymmetric
Maxwell eigensolver [8], is used to find points that are not
dominated by any other point, called Pareto optimal points.
The basic steps of an EA are given in Algorithm 1. The indi-
viduals (i.e., the RF cavities) comprising the first generation
are chosen randomly, i.e., their design variable values are
chosen randomly from a given interval (line 1). The values
used in this paper are given in Table 1. These individuals are
then evaluated, i.e., their objective function values are com-
puted (line 2). After that, a predetermined number of cycles
is performed, each resulting in a new generation (lines 3-7).
In every cycle, crossover and mutation operators are used to
create new individuals (lines 4-5) which are subsequently
evaluated (line 6). The new generation is chosen to comprise
approximately N fittest individuals (line 7).

Algorithm 1 Evolutionary algorithm
1: random population of individuals, Ii , i = 1, . . . ,N
2: evaluate the population
3: for a predetermined number of generations do
4: for pairs of individuals Ii , Ii+1 do
5: crossover(Ii , Ii+1), mutate(Ii), mutate(Ii+1)
6: evaluate new individuals
7: choose N fittest individuals for the next generation

Table 1: Design Variable Bounds, in mm

Variable Ri L A B a b

Lower bound 145 120 40 40 10 10
Upper bound 160 190 140 140 70 70

Constraint Handling
For each design point d = (Ri, L, A,B,a, b) it is first nec-

essary to determine the value of Req for which the frequency
of the fundamental mode is f0 = 400.79 MHz. This can be
done with a zero-finding method. In this paper, TOMS 748
[9] is used, with the initial guess (in mm) Req ∈ [325,375].
Furthermore, each time f0 is computed for this fixed d and
a specific Req , it is enough to solve the eigenproblem cor-
responding to m = 0 and PEC BC, and, as long as f0 is far
away from the desired value, a coarse mesh can be used to
speed up this process. If such a value of Req is not found, the
individual is declared invalid and discarded from the popu-
lation. Similarly, the individual is discarded if the value of
the wall slope angle α is below 90◦.

RESULTS
The optimizations were run on the Euler cluster1 (Eu-

ler I and II) of ETH Zurich. The coarse eigensolves use a
mesh with around 10’000 triangles, and the fine ones around
300’000 triangles. Solving just one coarse eigenproblem
(meshing, computing 3 smallest eigenpairs and the objective
function values) takes around 2 s. Solving a fine one takes
around 90 s (24 s for meshing, 64 s for computing the eigen-
pairs, and 2 s for computing the objective function values).
On average, 4 fine eigensolves are necessary to find the value
of Req and the properties of the fundamental mode. After
that, two more fine eigensolves (using an existing mesh)
are needed to compute the properties of the dipole modes.
Computing 50 generations of the EA with N = 100 (where
almost 30% of the evaluated individuals get discarded from
the optimization) using 96 processes takes around 13h.

The 50-th generation of an optimization with N = 100
is illustrated in Figs. 2 and 3. Each square represents an
individual in the generation, i.e., an RF cavity shape. For
all of these individuals f0 = 400.79 MHz and α ≥ 90, i.e.,
both constraints from (1) are satisfied. In Fig. 2, the x and y

coordinates represent the values of F1 and F3, respectively,
and the color shows the value of F2. The functions F1 and
F3 are inversely correlated, and F1 and F2 do not seem to
be conflicting, i.e., for lower values of F1, the values of F2
are usually also lower. In Fig. 3, the x and y coordinates
represent the values of F2 and F3, respectively, and the value
of F4 is indicated by the color. The functions F2 and F3 are
also inversely correlated.

The aperture radius Ri and the cell length 2L have a high
impact on the objective functions. The value of f1 is more
sensitive to the changes in Ri and L than f2. If f1 increases

1 https://scicomp.ethz.ch/wiki/Euler
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and gets closer to f2, both F1 and F2 improve (note that f0
is fixed). A decrease in Ri typically increases f1, f2 and
G0 · R/Q0, which improves F1, F2 and F4, but also increases
R/Q⊥1 and R/Q⊥2, so F3 deteriorates. A decrease in L,
on the other hand, decreases G0 · R/Q0 and R/Q⊥1, and
increases f1 and R/Q⊥2 (which is typically much larger than
R/Q⊥1). Therefore, there is an inverse correlation between
the sum of the impedances of the first dipole band (F3) and
their frequency difference (F2 and F1). The x axis in Fig. 3
is a reshuffled version of the x axis in Fig. 2, based on f2.
Since both L and Ri have a high influence on f1 and only L
highly impacts f2, these two variables do not always move
in the same direction and a wiggly behavior is observed in
the Pareto front approximation (orange line) in Fig. 3.

The values of design variables and objective functions
for a chosen individual are given in Table 2. Note that the
design variables are allowed to go outside of the specified
bounds if it helps to improve the objective functions. Some
additional information is given in Table 3, and the shape of
the RF cavity is shown in Fig. 4.

F1
[
MHz

]

F
2
[ M

H
z]

F
3
[ Ω

]

Figure 2: The relationship between F1, F2 and F3 for the
individuals in the 50-th generation of the EA.
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Figure 3: The relationship between F2, F3 and F4 for the
individuals in the 50-th generation of the EA.

CONCLUSIONS
In this paper an optimization algorithm for solving con-

strained multi-objective shape optimization problems for
RF cavities was proposed and applied to the problem of
optimizing the shape of the superconducting RF cavity for
the FCC-ee-Z with respect to both the fundamental mode

E/Eacc

Figure 4: The electric field of the fundamental mode in half
of the chosen RF cavity.

Table 2: Description of the Chosen RF Cavity

Variable Ri [mm] L [mm] A [mm] B [mm]

Value 141.614 146.270 103.54 127.521

Variable a [mm] b [mm] Req [mm] α [°]

Value 41.921 45.812 339.166 91.697

Objective F1 [MHz] F2 [MHz] F3 [Ω] F4 [Ω2]

Value −147.03 0.40 36.3 −2.13e3

Table 3: Additional Information on the Chosen RF Cavity

TM010
f0 = 400.79 MHz R

Q 0
= 94.9 Ω

Epk

Eacc
= 1.92 Bpk

Eacc
= 4.16 mT

MV/m

TE111 f1 = 547.82 MHz R
Q⊥1
= 5.10 Ω

TM110 f2 = 548.22 MHz R
Q⊥2
= 31.2 Ω

and the first dipole band. The proposed algorithm and its
implementation could be used to optimize the shape of other
axisymmetric RF structures, taking into account also the
HOMs corresponding to arbitrary azimuthal mode numbers.
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