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Abstract
PyECLOUD was originally developed as a tool for

the simulation of electron cloud build-up in particle
accelerators. Over the last five years the code has become
part of a wider set of modular and scriptable Python tools
that can be combined to study different effects of the e-cloud
in increasingly complex scenarios. The Particle In Cell
solver originally included in PyECLOUD later developed
into a stand-alone general purpose library (PyPIC) that
now includes advanced features like a refined modeling
of curved boundaries and optimized resolution based on
the usage of nested grids. The effects of the e-cloud on the
beam dynamics can be simulated interfacing PyECLOUD
with the PyHEADTAIL code. These simulations can be
computationally very demanding due to the multi-scale
nature of this kind of problems. Hence, a dedicated
parallelization layer (PyPARIS) has been recently developed
to profit from parallel computing resources in order to
significantly speed up the computation.

INTRODUCTION
Electron cloud effects pose several challenges to the oper-

ation of the Large Hadron Collider (LHC) at CERN when
operating with the nominal bunch spacing of 25 ns. The
machine configuration had to be carefully optimized in order
to avoid e-cloud induced instabilities, while the power de-
posited by the electrons on the beam screens of the cryogenic
magnets constitutes a major load for the LHC cryogenic sys-
tem [1].
As the understanding of these phenomena heavily relies

on macroparticle simulations, in the latest years a significant
effort has been devoted to the development of numerical
tools to model the formation of the e-cloud and its effect on
the machine systems and on the beam dynamics.

A PYTHON SIMULATION TOOLKIT
Experience has shown that these simulation tools need to

be very flexible in order to cover the variety of simulation
scenarios that are of interest for the LHC and its injector
chain. In this respect we found it convenient to abandon
the idea of a monolithic code with a rigid user interface in
favor of a set of tools in the form of Python [2] libraries.
In this way the user can use the power of Python scripting
to define arbitrarily complex simulation setups and use the
multitude of freely available Python packages to perform
post-processing, data manipulation and storage, plotting etc.
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The Python language is also used for a large fraction of the
implementation, which proved to ease significantly the pro-
cess of development and maintenance. Compiled languages,
namely C and FORTRAN, are used to program computa-
tionally intensive tasks, using cython [3] and f2py [4] to
interface these parts to the Python code.

PyECLOUD
PyECLOUD [5] is the core of our e-cloud simulation

toolkit. It is a 2Dmacroparticle (MP) code for the simulation
of the electron cloud formation in accelerator structures. It is
developed and maintained at CERN since 2011 [6] following
the legacy of the ECLOUD code [7].
In the classical "e-cloud buildup" simulation mode, the

code generates “primary” electrons due to ionization of the
residual gas and “photoemission” driven by synchrotron ra-
diation, evaluates the forces acting on the electrons due to
the interaction with the particle beam and with the electrons
themselves (the latter is done using a Particle-In-Cell – PIC
– algorithm) and tracks the electrons accounting for the pres-
ence of externally applied magnetic fields. When an electron
impacts on the chamber’s walls, secondary electrons can be
generated according to the implemented secondary emis-
sion models. One of the peculiarities of these simulations
is that the number of electrons grows exponentially during
the buildup process, spanning several orders of magnitude.
For the calculation to remain computationally affordable,
the number of MPs cannot stay proportional to the number
of electrons. Instead, the number and the mean size of the
MPs need to be dynamically adapted during the simulation.
Details about the implemented models and algorithms can
be found in [5, 8].
Over the years several features were added to the code

allowing buildup simulations for increasingly complex sce-
narios: possibility of simulating multiple beams, accurate
tracking routines for the simulation of non-uniformmagnetic
fields (e.g. quadrupoles, combined function magnets), arbi-
trarily shaped polygonal chamber and non-uniform surface
properties.
Figure 1 shows an example of a simulation where a non-

convex chamber shape was used to model a pumping slot in
the LHC beam screen with the baffle shield installed behind
the opening [9].

PyECLOUD-PyHEADTAIL simulation setup
To simulate the impact of the e-cloud on the beam dynam-

ics we decided to drop the traditional approach of having a
tool that is completely separated from the buildup simulator.
We decided instead to build an interface which would al-
low combining PyECLOUD with the PyHEADTAIL beam
dynamics code [10, 11].
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Figure 1: Horizontal component of the electric field gener-
ated by the electron cloud in the region of a pumping slot of
the LHC arc beam screen [9].

In PyHEADTAIL the accelerator is modeled as a list of
Python objects arranged in a ring structure, which perform
different actions on the beam (longitudinal and transverse
tracking, wake fields, feedbacks, space charge, etc.). PyE-
CLOUDallows the definition of electron cloud objects which
can be inserted in a PyHEADTAIL ring. When receiving a
bunch from PyHEADTAIL the e-cloud object performs the
simulation of the electron dynamics as for the buildup simu-
lations with two notable differences: instead of using a pre-
defined rigid distribution, the beam field at each time-step
is computed by applying a PIC algorithm to the PyHEAD-
TAIL MPs in the corresponding beam slice; the electric
forces from the e-cloud evaluated by the PIC are applied not
only to the e-cloud MPs but also to the beam MPs [12].
This solution was possible thanks to the highly modu-

lar structure of both PyECLOUD and PyHEADTAIL and
allowed for a significant reduction of the work needed for
development and maintenance. Moreover, all the advanced
features available in PyECLOUD for the simulation of the
e-cloud buildup became automatically available also for the
simulation of the beam dynamics in the presence of e-cloud.
Furthermore, this setup could be generalized for the simula-
tion for multi-bunch Fast Beam Ion Instabilities [13].

PyPIC
Initially PyECLOUD included a simple PIC solver. Later

on we decided to provide it as a separated Python library,
called PyPIC [14], in order to make it available to other appli-
cations. By now the library contains different solvers, using
both FFT methods and Finite Difference (FD) methods. The
latter are more frequently used for e-cloud simulations as
they are more suited to model arbitrarily shaped chambers.
To improve the field calculation accuracy in the presence of
curved boundaries (as this is critical in multipacting simu-
lations), the “Shortley-Weller” refinement of the boundary
conditions was implemented [15, 16].
As the PIC solution needs to be performed at each time

step, its execution has a strong impact on the overall compu-
tational time. Therefore a significant effort was put into the

Figure 2: Error on the computation of the electric field for
a charge distribution corresponding to the LHC beam at
6.5 TeV. The PyPIC single grid and multigrid solvers are
compared as a function of the distance from the bunch center.
In the legend: computation time the field map evaluation.

optimization of this component. As the grid and the shape
of the boundary stay constant during the simulation, it is
possible to compute and store the LU factorization [17] of
the FD matrix and apply the back-substitution at each step.
It was found that, as for circuit simulation problems, the
KLU library outperforms the more common SuperLU for
these very sparse matrices [18]. A cython wrapper [19] of
the KLU library [20] was written to interface the library to
the PyPIC code.

An important feature of this kind of simulations is that the
required PIC resolution is not uniform over the simulation
domain. In fact a strong gradient in the charge distribution
is observed at the beam location (pinch effect) while the
distribution is much smoother elsewhere. It is therefore con-
venient to employ nested grids with different resolution to
refine the PIC accuracy only where needed. This was imple-
mented following the approach described in [21] and was
found to have a dramatic impact on the processing time [22].

Figure 3: Required time to simulate the interaction of the
LHC beam at high energy with the e-cloud in dipoles and
quadrupole magnets, using different simulation setups. For
details on the simulated scenario see [23].
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Figure 4: Schematic representation of the two main objects used for the parallel simulation of e-cloud driven instabilities.

Figure 2 shows an example in which, using three nested
grids, it is possible to keep the calculation error below 4%
over the entire simulation domain and to reduce the compu-
tation time required for the linear system solution by over
a factor of 40 with respect to a single grid solver with the
same target accuracy.

PyPARIS
Electron cloud instabilities observed at high energy in the

LHC have instability rise-times of the order of 104 turns.
Considering the necessity of having a sufficient time res-
olution of the electron motion during the bunch passage,
this translates into over 107 time steps to be simulated. Fig-
ure 3 shows the computational time for a shorter simulation
(103 turns). Even profiting from the speedup from the PyPIC
multigrid, the time requirements are still prohibitive. To
tackle these cases we resorted to parallel computing.
The simulation is performed by multiple processes orga-

nized in a ring structure. Each process takes care of the
interaction of the beam with a fraction of the accelerator.
The different bunch slices are traveling along the ring of pro-
cessors as they do in the real accelerator. At the end of each
turn all particles need to be recollected by a “master” process
for longitudinal tracking and re-slicing. For this reason the
expected speed-up is not proportional to the number of pro-
cesses as shown in Fig. 5 (more details can be found in [23]).
The parallelization is realized by an additional Python layer
called PyPARIS (Python PAralallel RIng Simulator, [24]) in-
dependent from PyECLOUD and PyHEADTAIL. This was
done in order to keep as separated as possible the physics
and the parallelization code (a developer who is unaware
of the parallelization details should still be able to extend
the physics part) and to minimize the number of changes in
pre-existing tools (to avoid extensive re-validation). This is
implemented as shown in Fig. 4. The simulation is managed
by two Python objects that are instantiated by each process:

Figure 5: Observed speedup as a function of the number of
cores (blue dots), compared to the theoretical expectation
for the implemented parallelization strategy (solid line) and
to the ideal speedup S = Ncores. For details on simulated
scenario see [23].

a “RingOfCPUs” object, implemented in PyPARIS, takes
care of all the tasks related to the parallelization; a “Simula-
tion” object, which can be customized by the user, defines
the physics of the simulation using the other libraries of the
toolkit (PyHEADTAIL, PyECLOUD, etc.). More informa-
tion on the implementation can be found in [24].
Tests performed at the INFN-CNAF cluster showed a sat-
isfactory speedup as shown in Figs. 3 and 5. We found
particularly convenient to perform our studies using 8 CPU
cores per simulation, as this allows achieving a practically
ideal speedup (S = Ncores) while being able to launch several
simulations at the same time to study parametric dependen-
cies. This simulation mode has been extensively used to
study LHC e-cloud driven instabilities [25].
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