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## Abstract

A common assumption in accelerator simulation is that magnets can be approximated using a hard-edge model, perhaps with some edge effects implemented in an impulse approximation. This is usually a good assumption but ignores details of the longitudinal variation of the magnetic fields, which makes it straightforward to implement symplectic tracking. Use of generalized gradient expansions [1,2] provides an alternative approach that can suppress numerical deficiencies that may be present in computed or measured 3D field maps. However, the computation of the expansions is not particularly straightforward. We describe development of tools that simplify this process and allow use of such expansions in elegant [3]. We illustrate using the tools for Advanced Photon Source Upgrade simulations.

## INTRODUCTION

The Advanced Photon Source Upgrade [4] uses a hybrid seven-bend achromat lattice [5] with reverse bends [6, 7]. The magnets are strong and short, so z-dependent effects need consideration. The usual approach [8-11] uses hardedge models with impulsive soft-fringe effects based on fringe-field integrals. These can be compared to direct integration through 3D magnetic fields [12], but this is nonsymplectic, does not support long-term tracking studies, and is subject to numerical difficulties. A seldom-used alternative is to employ generalized-gradient expansions (GGEs) [1,2] to compute the $z$-dependent vector potential, coupled with a symplectic integrator for particle propagation.

## MATHEMATICAL METHODS

Dragt et al. [2,13,14] have shown how to express a generic magnetic field as a transverse power series about the nominal orbit. The $z$-dependent series coefficients are the generalized gradients $C_{m}(z)$, consisting of "normal" $m^{\text {th }}$-order multipole terms $C_{m, s}(z)$ and skew multipoles $C_{m, c}(z)$. The lowest-order gradients give the on-axis fields $B_{x}=C_{1, c}(z)$, $B_{y}=C_{1, s}(z)$, and $B_{z}=C_{0, c}^{\prime}(z)$, while off-axis we get contributions from the $C_{m, s}$ and $C_{m, c}$, plus additional contributions that scale with the $z$-derivative of $C$. Truncating the sums results in a vector potential that satisfies $\nabla \times B=0$ to the order of truncation, providing a good series solution to the vacuum Maxwell equations.

The generalized gradients are uniquely determined from magnetic field data on a surface. This approach [2, 13, 14] has smoothing properties within the volume that make it

[^0]relatively insensitive to noise. Reference [2] showed how to compute the generalized gradients using the normal component of the field on a cylindrical bounding surface, while Refs. [13, 14] present similar formulae for a rectangular boundary. We have found that these algorithms perform well except when computing the gradient $C_{0}(z)$ that determines the on-axis $B_{z}$, but $[13,14]$ give sufficient hints that we have found workable solutions.

We compute the gradient $C_{0}(z)$ using the general procedure outlined in Refs. [13, 14], but with a few changes that we outline here. We begin by assuming that we have taken the longitudinal Fourier transform of the magnetic field data on a rectangular cylinder of height $h$ and width $w$. In our case we wish to find a form of the magnetic field potential that satisfies $\psi(x, y, k)=\tilde{B}_{z}(x, y, k) / i k$ along the rectangular boundary at $x= \pm w / 2$ and $y= \pm h / 2$. To facilitate this, we form periodic and odd series of $\widetilde{B}_{z}(x, y ; k)$ on each face by reflecting the negative of the data over each endpoint; for example, on the top face we reflect the negative of $B_{z}$ about the point $x=w / 2$ to obtain a periodic and odd function. We then define the Fourier coefficients of the top face as

$$
\begin{equation*}
b_{n}^{T}(k)=\int_{-w / 2}^{w / 2} d x \frac{\tilde{B}_{z}(x, h / 2 ; k)}{w / 2} \sin [n \pi(x / w+1 / 2)], \tag{1}
\end{equation*}
$$

with a similar definition applying for the bottom face but with $h \rightarrow-h$; the right and left faces obtain by swapping $w \leftrightarrow h$ and $x \leftrightarrow y$. By requiring that the normal derivative of the magnetic potential matches $B_{z}$ on the boundary, we find that $\psi=\psi_{T}+\psi_{B}+\psi_{R}+\psi_{L}$; the contribution from the top face is

$$
\begin{align*}
\psi_{T}= & \sum_{n=1}^{\infty} \frac{\sinh \left[(y+h / 2) \sqrt{k^{2}+(n \pi / w)^{2}}\right]}{i k \sinh \left[h \sqrt{k^{2}+(n \pi / w)^{2}}\right]}  \tag{2}\\
& \times b_{n}^{T}(k) \sin [n \pi(x / w+1 / 2)],
\end{align*}
$$

while that for the bottom is the same but with $h \rightarrow-h$ in the numerator, and the left and right faces obtain by swapping $w \leftrightarrow h$ and $x \leftrightarrow y$.

Finally, we need to convert the potential into a formula for the generalized gradients. This is done by writing the generalized gradient as a sum over the faces

$$
C_{m, c}=\sum_{p=0}^{\infty}\left[\mathscr{T}_{m, p}^{c} b_{p}^{T}+\mathscr{B}_{m, p}^{c} b_{p}^{B}+\mathscr{B}_{m, p}^{c} b_{p}^{R}+\mathscr{L}_{m, p}^{c} b_{p}^{R}\right]
$$

then inverting the relation between the field and its generalized gradient representation. For the top face, for example,

## this involves solving

$$
\begin{align*}
& \frac{\sin \left[n \pi(x / w+1 / 2) \sinh \left[(y+h / 2) \sqrt{k^{2}+(n \pi / w)^{2}}\right]\right.}{i k 2^{m} m!\sinh \left[h \sqrt{k^{2}+(n \pi / w)^{2}}\right]} \\
& =\sum_{m=0}^{\infty} I_{m}(k r)\left[\mathscr{T}_{m, p}^{c} \cos (m \phi)+\mathscr{T}_{m, p}^{s} \sin (m \phi)\right] \tag{3}
\end{align*}
$$

for $\mathscr{T}_{m, p}^{c}$, where $(r, \phi)$ are polar coordinates in the $x y$-plane (similar relations apply for the other faces). This is quite involved, but we can extract the $m=0$ component that we need for $C_{0}$ by integrating each side over $\phi$, obtaining

$$
\begin{align*}
C_{0, c}(k)= & \sum_{p=0}^{\infty} \frac{\left[b_{p}^{T}(k)+b_{p}^{B}(k)\right] \sin (p \pi / 2) / i k}{2 \cosh \left[\sqrt{k^{2}+(p \pi / 2 w)^{2}}(h / 2)\right]}  \tag{4}\\
& +\frac{\left[b_{p}^{L}(k)+b_{p}^{R}(k)\right] \sin (p \pi / 2) / i k}{2 \cosh \left[\sqrt{k^{2}+(p \pi / 2 w)^{2}}(w / 2)\right]} .
\end{align*}
$$

We find that while coefficients in (4) diverge as $k \rightarrow 0$, the expressions for the derivative $i k C_{0, c}(z) \propto \widetilde{B}_{z}(0,0, k)$ is unambiguous, and gives better results for the on-axis $B_{z}$. Hence, while all other gradients require only the normal component of $B$ on the rectangular boundary, if $B_{z} \neq 0$ on-axis then one will also need to know $B_{z}$ on the surface.

## TOOLS

Since 2016, elegant had the ability to propagate particles through GGEs using a sympletic integrator. This was recently improved to include skew fields. Two companion programs were recently written to perform GGEs for use in elegant: computeCBGGE, accepts data on a circular cylinder, while computeRBGGE accepts data on four bounding planes. The latter does not cover dipoles that require use of a "bent" boundary, but covers wigglers and moderateangle dipoles. The user either provides $\left(z, \phi, B_{\rho}\right)$ data in an SDDS file [15] or $\left(z, x, y, B_{x}, B_{y}, B_{z}\right)$ data in a set of four SDDS files, one for each plane of the rectangular cylinder.

With perfect data and numerical precision, using more derivatives and multipoles would give better agreement between the data and expansion-generated fields. In practice, adding too many derivatives and multipoles makes agreement worse. To lessen the burden of finding the best expansion, both programs will auto-tune the number of derivatives and multipoles to best match the user-provided data.

## SEPTUM LEAKAGE FIELD

An important motivation for developing computeRBGGE was evaluation of the Lambertson septum [16] for the APSU vertical-plane injection scheme [17]. Since the design uses cancellation of large fields between different parts of the magnet to achieve low leakage field, an error could significantly impact the nonlinear dynamics [18]. Numerical integration through gridded 3D fields is not symplectic, and thus is unsuitable for long-term tracking, motivating use of GGEs with measured field data. As Fig. 1 shows, the onaxis GGE does not precisely reproduce the measured fields,
which may be an issue with magnetic measurements. The rms error is less than 0.55 mT over the entire field map.


Figure 1: On-axis fields from APS-U Lambertson septum prototype from measurements and GGE.

We used the GGE to model the septum in APS-U using Pelegant [19] for 100 post-commissioning configurations [20]. As Fig. 2 shows, the effect on the dynamic acceptance is modest even if the leakage fields are doubled from the measured result. In addition, the median Touschek lifetime is reduced by only about $1 \%$, showing that the as-built septum is acceptable magnetically.


Figure 2: Dynamic acceptance of APS-U with Lambertson leakage field from generalized gradient expansion based on measurements. x1.5 and x2.0 show results with leakage multiplied by the indicated factors.

## APS-U LATTICE

Another goal in using GGEs is more accurate modeling of APS-U main magnets. We used data from 3D magnetic models, taking rectangular-boundary data for dipoles and cylindrical-boundary data for straight multipoles. In choosing the rectangular boundaries, care was taken to encompass the curved beam path while avoiding iron poles. Table 1 shows the parameters needed to get the best agreement between the GGE and the 3D field data.

Since the magnetic models do not correspond precisely to the working strength of each magnet, we scaled each GGE to match the first-order (second-order) transport matrix for each

Table 1: Optimal Parameters for GGEs of APS-U Magnets

| Magnet | Type | m | d | frac. $\mathbf{\text { rms error }}$ |
| :---: | :---: | :---: | :---: | :---: |
| M1, M2 | LGD | 7 | 1,2 | $1 \times 10^{-2}, 6 \times 10^{-3}$ |
| M3, M4 | NTGD | 3 | 2 | $7 \times 10^{-3}, 4 \times 10^{-3}$ |
| Q1, Q2 | Quad | 10 | 5,6 | $5 \times 10^{-4}$ |
| Q3/Q6, Q7 | Quad | 10 | 6,5 | $4 \times 10^{-4}$ |
| Q4 | RTGD | 8 | 4 | $6 \times 10^{-4}$ |
| Q5 | RTGD | 3 | 3 | $8 \times 10^{-4}$ |
| Q8 | RTGD | 10 | 3 | $3 \times 10^{-4}$ |
| S1/S3, S2 | Sext | 9 | 7 | $4 \times 10^{-4}, 3 \times 10^{-4}$ |

dipole and quadrupole (sextupole), using the standard lattice elemments as the target. This was facilitated by elegant's ability to compute transfer matrices for any system using parallel particle tracking [21]. For dipoles, we simultaneously allow the magnet to move horizontally and longitudinally in order to null out any angle or position offsets. Typically matrix elements (in SI units) are matched within $10^{-3}$ to $3 \times 10^{-5}$, with better values for quadrupoles and sextupoles. The strongest of the reverse-direction transverse-gradient dipoles, the Q8 family, showed the worst agreement, at the $9 \times 10^{-3}$ level.

Having tuned each GGE individually, we replaced ordinary lattice elements with GGEs, allowing comparison, e.g., to the full-lattice tunes of $v_{x}=95.1$ and $v_{y}=36.1$. Replacing only quadrupoles and sextupoles confirmed the basic process, giving $v_{x}=95.093$ and $v_{y}=36.084$ and whole-ring chromaticity errors of $\xi_{x}=0.055$ and $\xi_{y}=0.074$. Additionally replacing normal-bending transverse-gradient dipoles (NTGDs) with GGEs gave $v_{x}=95.100$ and $v_{y}=36.113$. Additionally replacing reverse-bending transverse-gradient dipoles (RTGDs) gave $v_{x}=94.871$ and $v_{y}=35.959$ (these are horizontally-focusing magnets). Finally, additionally replacing the two families of longitudinal-gradient dipoles (LGDs) with GGEs gave $v_{x}=94.876$ and $v_{y}=35.870$.

The changes from the LGDs are similar to effects seen when tracking directly with 3D field maps and are attributed to nominally-cancelling edge and body sextupole terms in the straight magnets, which produce local gradients due to the curved trajectory. The changes from the RTGDs were surprising, particularly since the NTGDs are considerably stronger. However, the RTGDs are relatively short and soft edge effects are not included in the model, pointing to the need to improve edge modeling in short TGDs.

We next used elegant's optimizer to adjust the GGE parameters to restore the tunes and lattice functions, emulating the real-world process of adapting magnet settings to magnetic measurement results, as well as lattice correction. With this in hand, we performed various tracking studies. For example, Fig. 3 compares the momentum tune dependence for the design and GGE models, showing fairly good agreement. The chromaticities from the GGE model are $\xi_{x}=8.12$ and $\xi_{y}=4.74$; fits to GGE tracking give similar values of $\xi_{x}=8.07$ and $\xi_{y}=4.73$.

Figure 4 shows that frequency map analysis [22] for the conventional and GGE models agrees well, with the GGEbased model showing slightly higher tune shift with vertical


Figure 3: Comparison of momentum detuning for design and GGE models.
amplitude. The GGE-based run took about 180 times as


Figure 4: Comparison of FMA for APS-U.
long. Although this is not prohibitive for a parallel code, it emphasizes that GGE methods are best used sparingly or to provide reference data for assessing other methods.

## CONCLUSIONS

We developed convenient tools allowing creation of generalized gradient expansions for straight multipole magnets and small-angle dipole magnets. These tools are distributed with elegant and interface to it using SDDS files. We used these tools to evaluate the Lambertson septum for APS-U starting from measured 3D field fields. We also developed a full model of the APS-U storage ring using only generalized gradient expansions and drifts. This appears to be a first, as previous efforts have involved only single elements inserted into a lattice [23, 24]. (See, however, [25] for similar work using another method.) Preliminary exploration of beam dynamics using this model shows good agreement with conventional modeling.
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