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Abstract 
In this work we will present an overview of the diagnos-

tic systems put in place by FRIB's Beam Instrumentation 
and Measurements department. We will focus on the con-
trols and integration aspects for different kinds of equip-
ment, such as picoammeters and motor controllers, used to 
drive and readback the devices deployed on the beamline, 
such as profile monitors, Faraday cups, etc. In particular, 
we will discuss the controls software used in our deploy-
ment and how we make use of continuous integration and 
deployment systems to automate certain tasks and make 
the controls system in production more robust. 

INTRODUCTION 
The Beam Instrumentation and Measurements depart-

ment is responsible for a myriad of devices used in FRIB's 
beamline for data collection and monitoring of operational 
parameters, such as Allison Scanners, Profile Monitors, 
Cameras, Beam Position Monitors, Beam Current Moni-
tors, among many others. This variety of devices poses a 
challenge for the controls system, which must accommo-
date a considerable amount of different software pieces 
necessary to drive and read these devices. 

In order to achieve this goal, FRIB builds on the EPICS 
[1] ecosystem and a number of commercial technologies 
for its controls system that will be described in this paper. 

 
Figure 1: A µTCA crate with MCH, CPU, Event Receiver, 
Pico8, BPM and BCM cards. 

DEVICES OVERVIEW 
Diagnostics devices in the controls system can be cate-

gorized in a number of different ways. From the controls 
system infrastructure point of view, they can be divided 
into fast, medium and slow devices, according to the type 
and amount of data they generate per unit of time or how 

quickly they must signal for machine protection purposes. 
The category of a particular device guides where the de-
vice's EPICS IOC (Input/Output Controller) will be hosted, 
which can be one of the following: µTCA CPUs, Dedicated 
Server, Embedded or Virtual Machine. 

µTCA CPUs 
µTCA crates, as the one seen in Fig. 1, are typically used 

to host fast acquisition cards. We utilize a mix of commer-
cial, off-the-shelf cards and in-house developed ones, with 
three acquisition card models in use:  

• CAENels Pico8 picoammeter cards [2] for Faraday 
Cups, Profile Monitors, Neutron Detectors and Ion 
Chambers; 

• FGPDB (FRIB General Purpose Digital Board, de-
veloped in-house) cards for Beam Position Moni-
tors; 

• Struck SIS8300 digitizer [3] for Beam Current 
Monitors. 

In addition to any combination of the aforementioned ac-
quisition cards, every µTCA crate also has one CPU card 
to host EPICS IOCs and one FGPDB card configured as an 
Event Receiver, used for timestamping acquisition data. 

Dedicated Server Machines 
There are a number of Gigabit Cameras in use at FRIB 

and each, if operated at full rate, can saturate a Gigabit 
Ethernet link, since frames are transferred without com-
pression. Therefore, these cameras are considered fast ac-
quisition devices. They are segregated into their own sub-
net and communicate exclusively with the respective EP-
ICS IOC hosted on a dedicated server in order to alleviate 
network traffic for the rest of the controls system. 

Embedded 
Some of the Diagnostics devices have their IOC hosted 

by the device itself, either as a feature provided by their 
vendors or as a custom IOC developed by the Diagnostics 
group. 

• Cryocon temperature monitors [4] for fast tempera-
ture measurements; 

• Iseg modular power supplies [5]; 
• UEI Cubes [6] for standalone A/D and D/A convert-

ers. 
While embedded IOCs are convenient use, they are 

harder to maintain since their software run on the device's 
custom hardware and depend on the vendor's ability and 
willingness to provide timely updates both for their own 
software and for the underlying operating system. In order 
to address this issue, there is a plan to develop new IOCs 
to control these devices from Virtual Machines, which can 
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be more readily kept updated without any input from de-
vice vendors. 

Virtual Machines 
Most of the Diagnostics IOCs are hosted by Virtual Ma-

chines, which can be easily resized, in terms of computing 
resources, to allow some flexibility. While there are a few 
VM-hosted IOCs that directly control physical devices, 
like Motor Controllers and Oscilloscopes, the majority of 
them are "soft" IOCs in the sense that they monitor the 
health of different systems, aggregate and process data col-
lected from other IOCs, or coordinate the operation of dif-
ferent devices, which will be described in the next section. 

MONITORING AND 
DATA PROCESSING IOCS 

Apart from reading data, controlling and monitoring in-
dividual devices, an equally important role of the Diagnos-
tics controls system is to coordinate the operation of differ-
ent devices and present this information in a meaningful 
manner to operators and engineers. To that end, a number 
of "soft" IOCs were developed, which essentially consume 
data from certain EPICS PVs (Process Variables) for indi-
vidual devices and expose combined or processed data on 
separate EPICS PVs. This way, any client interested in per-
forming some relatively complex operation exposed by a 
"soft" IOC can simply make use of the exposed PVs, in-
stead of having to implement the complex operation logic 
itself. The majority of the logic for these "soft" IOCs is im-
plemented in Python, with the help of the pyDevSup mod-
ule [7], which allows easy iteration during development 
and makes powerful Python libraries, such as numpy and 
scipy, available to the IOC. 

 
Figure 2: Screenshot of the Profile Monitor screen showing 
the beam profile captured by a scan. 

Many "soft" IOCs are used at FRIB with varying degrees 
of complexity, but a good representative of this kind of IOC 
in the Diagnostics controls system is the one for the Profile 

Monitor, which interacts with several PVs from different 
IOCs in order to present a cohesive interface for beam pro-
file scanning: 

• Motor Controller PVs to drive the Profile Monitor 
wires in and out of the beamline; 

• Safety PLC PVs to enable and disable the motor if 
the interlock status allows it; 

• UEI Cube PVs to provide a bias signal to and read 
from a potentiometer that provides the Profile Mon-
itor physical position along its travel; 

• Pico8 PVs to read the electrical current through the 
Profile Monitor wires as they move through the 
beam. 

By acting as this intermediate layer, the Profile Monitor 
IOC is able to provide a simple interface as EPICS PVs to 
the operators, with which they can easily specify the start-
ing and ending position of a beam profile scan, run it, and 
obtain timestamped, correlated position and electric cur-
rent data. The scans can be run by any client, be it GUI-
based, like the one in Fig. 2, or scripted, with the sole re-
quirement of being able to write and read EPICS PVs. 

CONTINUOUS 
DEPLOYMENT / DELIVERY 

All of the CPUs for Diagnostics IOCs are managed cen-
trally and strive to have the latest Debian stable version as 
their operating system. Essential software, such as EPICS 
Base and several different modules, are packaged and re-
leased by FRIB's Continuous Deployment/Delivery [8] 
system as Debian packages. This system is comprised of a 
few off-the-shelf software tools: 

• Jenkins [9]: automation server, used for building 
Debian packages and EPICS IOCs; 

• Aptly [10]: Debian package repository management 
tool; 

• Puppet [11]: infrastructure automation tool for de-
ploying EPICS IOCs and Debian packages to the 
test and production machines. 

The Continuous Deployment/Delivery system runs the 
following steps every time a change is detected in the re-
pository of a FRIB Debian package: 

1. Jenkins: fetch changes from the repository; 
2. Jenkins: build the software; 
3. Jenkins: run unit tests; 
4. Jenkins: package binaries into Debian package; 
5. Jenkins: test the resulting Debian packages; 
6. Aptly: publish generated package to the packages 

repository; 
7. Puppet: deploy new packages to the relevant ma-

chines. 
There are two environments for which this entire process 

must run: the test and the production environments. If a 
package source code is to be changed, the changes must 
first land on the repository branch associated with the test 
environment. Once the changes are pushed, Jenkins will 
detect them and start the build process automatically. The 
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controls engineer responsible for the changes must wait un-
til the build process is done and then manually run tests to 
check that the changes were successful on the test environ-
ment. If the engineer is satisfied with the tests, they must 
then merge the changes into the branch associated with the 
production environment, which will in turn start the pro-
cess again, but this time the resulting packages will be 
made available on the production systems. 

Diagnostics IOCs, while also being built and tested by 
Jenkins, do not get deployed as a Debian package. Instead, 
Puppet is used to fetch the source code and build IOCs on 
the target host when a change is detected in the source code 
of that IOC. The source code for IOCs also follow the two 
environments separation, test and production, each with an 
associated branch name in the repository. 

The use of this two-tiered system increases confidence 
that the generated packages are sound, by having them 
tested in the test environment before deploying to produc-
tion, and is robust and predictable since automation is used 
throughout the process. 

Automated IOC building and testing 
In addition to building Debian packages, Jenkins is also 

used for automatically building Diagnostics IOCs. Each 
IOC has an associated job that fetches the latest version of 
the IOC's code, builds it, runs it and collects all PV names 
from all specified instances. The collected PV names are 
then sent to a database, which allows Diagnostics controls 
engineers to have an overview of all the existing PV names 
in a central place. 

STANDARD IOC MODULES 
There are 28 different types of Diagnostics IOCs with 

157 individual instances currently deployed in production. 
Each IOC type has its source code in its own version con-
trolled repository. However, all Diagnostics IOCs are re-
quired to have the following common set of EPICS mod-
ules and services loaded and configured: 

• recsync [12] for uploading all PV (Process Variable) 
names to a central, searchable location, the Channel 
Finder service; 

• autosave [13] for preserving parameter setpoints 
across IOC restarts; 

• caPutLog [14] for logging requested changes in 
PVs; 

• iocStats [15] for monitoring IOC health; 
• Channel Access Security configuration for parti-

tioning write access to certain groups of PVs in or-
der to prevent inadvertent and unauthorized access 
to operational parameters. 

In order to facilitate and automate the inclusion and con-
figuration of all these modules and services, a special EP-
ICS module was developed for Diagnostics IOCs: fribdi-
agstd. This module is included in all Diagnostics IOCs and 
automatically links and configures the aforementioned 
modules and services. It also provides EPICS IOC tem-
plates for easily creating new IOCs with a standard config-
uration. For example, an IOC status overview page, shown 

in Fig. 3, shows all IOC instances deployed to the produc-
tion environment. grouped by host, by displaying PVs from 
the iocStats module, which is one of the modules automat-
ically included, loaded and configured by fribdiagstd in 
every Diagnostics IOC. 

 
Figure 3: Screenshot of the Diagnostics IOCs overview 
page showing the status of all deployed IOCs. 

CONCLUSION 
The FRIB Diagnostics controls system is responsible for 

controlling a considerable amount of different devices, 
ranging from relatively slow motor controllers to fast data 
acquisition cards, and including "soft" IOCs written partly 
in Python that each combine and process PVs from coop-
erating devices into a set of related PVs. 

Also, Diagnostics IOCs are hosted by in a few different 
kinds of hosts that have unique hardware and software 
characteristics. In order to tackle the resulting complexity 
of managing this many software pieces and kinds of hosts 
in a robust and reproducible fashion, off-the-shelf software 
tools are used as much as possible to automate the task of 
building, testing and deploying both fundamental support-
ing modules as Debian packages and EPICS IOCs them-
selves. 

Moreover, standardization is achieved throughout all Di-
agnostics IOCs via the use of a common EPICS module 
developed in-house, fribdiagstd, which is included in every 
IOC. 
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