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Abstract be solved separately fromach other. Object oriented

. . .. programmingachievesthis by handling different aspects
Advances incomputationalspeed andnemory make it of the problem in different modules (classes) that

now possible to do full scale 2Bnd 3DPIC simulations ; : .
. . communicate through well-defined interfaces. The
of laser and beam plasma interactions. However, thé

increased complexity of thesedes andnteractionsmake programming language we chose for this purpose was

: : Fortran 90, mainlybecause itallow us to more easily

it necessary toapply modern programmingapproaches . X . )

. : . integrate already available Fortran algorithms into the new
like object oriented frameworks tdhe development of

. OSIRIS-framework. In itcurrentstate, thecodecontains
these codes. We report here on our progress in developin

the objectoriented parallelPIC code OSIRIS that is alé’orlthms for 1D, 2Dand 3Dsimulations inCartesian

: . ) coordinatesand for 2D simulations in cylindrically
implemented in Fortra0. In its currentstate, thecode symmetric coordinates. For all of these algorithms the
can be used fotD, 2D, and 3Dsimulations inCartesian y i 9

coordinatesand for 2D simulations in cylindrically code is fully relativistic and presently uses aharge-

symmetric coordinates. Waill present benchmarks of COnserving current deposition algorithm. It allows for a

. : . . moving simulation window and arbitrary domain
simulations done with this codefor a proposed plasma " . .

: : decomposition for any number of dimensions.
wake field accelerator experiment [1,2].

Benchmarking of the code has so far shown a slowdown of
1 INTRODUCTION less than 15%compared toother codesusing similar
algorithms due to the additional overheadthat is aside
The introduction of massively parallel computers witlffect of the object oriented implementation.
hundreds ofprocessors provides now the computational
speed andhe memoryneeded to ddull scale 2Dand 3D Figure 1 shows the clasgerarchy ofOSIRIS. The main
simulation of plasmabased accelerators andther physical objectaised areparticle objectselectromagnetic
problems in laser-plasmaand beam-plasmaphysics. In field objects,and source field objects (for currents and
order totake full advantage othe possibilities ofthis densities). The particle object is aaggregate of an
development it has become necessary taise more grbnrary number of particle species ob_Jects._The_st
complex simulationcodes. The increasedcomplexity of Important support classese the variable-dimensionality-
codes arises for two reasons. One reason tht the field class, which isused by the electromagnetic and
o . ) source fieldclassand encapsulates many aspects of the
realistic simulation of a problemequires a larger number

f | laorith . . igach oth dimensionality of a simulation,and the domain-
of more complex algorithms interacting wigch other yecomposition class, whichandlesall communication

than the simulation of eathersimple modelsystem. An - petween nodes. For easy portability of the codtifferent
example would behat initializing anarbitrary laser or architecturesall code that is machine dependent is
plasma beam in 3D is a much more difficult problem thagncapsulated irthe system-, the file-systemand the
doing the same in 1D or 2D. The other reason thatility-module.

simulation codes ardecoming more complex is that the

computer systemaremore complexandthe performance BIvIealReses
obtainedfrom them can dramaticallydiffer depending on [raneta] [ oo
the code strategy. Parallelized codes that have to handle |spe‘mes| [z b maiemq |malsu‘ume,ﬂd|
problems of parallel communication and parallela@ an [ [sourcene poun]

example of this. A way to deal with this increased

complexity is to use an objeatriented programming

style, which divides the code and datastructuresinto

—

emf_hound ‘

independentlasses of objects. This programming styl varable i feld
maximizes code reusability and reliability.
machine dependent modules (not actual classes) numerical classes  parameter module (not an actual class)
2 DESCRIPTION OF THE CODE AND ‘ systemn ‘ |ﬂ\eﬁsy’stem| |utmties| ‘ dom_dec | |Ume_slep|

CODE DEVELOPMENT

The goal of the code development program wasréate a

code that breaks up the large problem of a simuldfitm  The code was first developed for 1D and 2D simulations in
a set of essentiallindependensmaller problems that can cartesian coordinates, which took abouyear of time.

Figure 1: The class hierarchy of OSIRIS

0-7803-5573-3/99/$10.00@1999 | EEE. 3672



Proceedings of the 1999 Particle Accelerator Conference, New Y ork, 1999

After this fundamental work was completed, extending trehows the flattening of thaccelerating field E close to
code to 2D cylindrically symmetric coordinates took abouhe axis, characteristic of the blowout regime.

four weeksand implementation of 3D simulations took
about a week. This short time required for the extension
cylindrically symmetric 2Dand 3D simulations was
possible becausethe object-orientedstyle of the code
allowedfor two specific featuredrirst, most of thecode
doesnot make any explicit use of the dimensionality o
the coordinate system. Secondly, all communication
betweenthe physical domainsssigned tothe different
nodes of gparallel computer ishandled as gart of the
boundaryconditions of the physical domairassigned to
eachnode.This handling ofnode-to-nodecommunication
allows it to consideralmost all algorithms asingle-node
algorithms. Once a singleode-algorithm is implemented
in OSIRIS, it is automaticallnlready parallelizedince it
can take advantage ofthe already existing boundary * 2Emm Fomm
conditions.

Figure 3: Charge density plot of the beam thtee
different propagation distances. The betatron oscillations
are clearly visible.
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Figure 2: E lineout as a function of r at a position of _ | ymC2 1)
5.2mm from the back of the simulation b¢see figure 4) /\;z/z - "\/ 21m. €
after a beam propagation of 1m 0
3 SIMULATION RESULTS Figure 3 shows ahargedensity plot of the beam at

We havebenchmarkedhe 2D cylindrical algorithms of diffe_rent timez. Thg upper?ndh middle.lﬁ)lo.t are thi
OSIRIS against previously performed simulations [3] ofrglmmun; ar&. tmaX|mumh Oetht € oslcdl sgmn at ttde
plasmawakefield accelerator. Ithis model problem a 30 propagationdistances - wherethey wou € expecte

GeV electronbunch of 4x1€ electronswith Gaussian according to equation(l).. The. lowest plot shqws the
profiles ©,=0.6mmg,=75um) and anemittance ofe,, = beam at theend of the simulationafter propagating for

15 m mm mrad will propagatethrough 1m of an im.

underdens@lasma with a density af=2.1x13%m?. The
simulation of the problem wadone on a500x200 grid
with 9 particles per cell for theackgroundplasmaand 25
particles per cells for the beam. The simulatiarea, el
which moved with the beambecause ofthe moving - .4k ‘ _‘ ‘ : : !
window, had an extension along the axis of 2&,cnd a 3 Al

radial extension of 10 @, At the density of 2.1xIcm? o
this is 9.2mm x 3.7mm. Thigrid lead to agrid cell size i
of 0.05ctyx0.05cty, and therefore atime step of
0.02w," was chosen. The simulation wasne on 10
nodes of aCray T3E and took about 2 1/2days of )
turnaroundtime for the 13600Qequiredtime steps. By 925

comparison, anothercode used before for similar .
simulations took about 19 days to finish the task[4].
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Since the plasma density is less than the beam densit "¢ == =4

total blowout of the plasma electrons in take of the

electron bunch, creating a positivatilargedon column, Figure 4: Lineout of theccelerating fieldalong the axis
is expectedThe simulation resultglearly supportthis. at the first minimum and maximum of the betatron
Figure 2 shows a lineout of Bs a function of r. Thelot  oscillations and at the final propagation distance of 1m
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Together the density plots confirm the wavelength of tHegure 5 shows the energy of the beam particles at the end

betatron oscillation given by equation (1) ghdrefore the
underlying ideasabout the beam-plasma interactions.

of the simulation.There are threemportantfeaturesthat
khould benoted inthis plot. The front part of thbeam

should also be noted that as expected the head of the bedidhnot changeenergy, themiddle part of the beamost
where the electronsare not fully blown out, oscillates about 200 MeV,and particles in the tail of thdbeam

with a longerperiod that depends orthe axial position
within the beam.

Figure 4 shows lineouts of ttexcelerating electric fields

gained energies up t600 MeV. These resul@re mostly
consistent with previouslypresented calculations and
simulations of this system [3].

along the axis at the same propagatiistances as the We alsodid simulations for the same physical setup but

densityplots infigure 2. The simulation resultmdicate

with a larger number of grid cells and particles and

that the magnitude of theeak accelerating field does notherefore with a larger numerical accuracy. Figure 6 shows

vary by more than about 5 -10% durirthe beam
propagation despite of betatron oscillations.
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Figure 5: Plot of theenergy of the beam particles as
function of position along the axisafter 1m of
propagation
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Figure 6: Outline of theccelerating fielcalong the axis
after 3 cm ofpropagation for threesimulations with
different numbers of grid cells and patrticles.

the lineouts of theaccelerating electric fieldalong the
axis for the original as well as two higher resolution
simulationsafter 3 cm ofpropagation. The resultdiffer
significantly only in that thepeak acceleratingfield
increases with the resolution of the simulation. Théls

to the conclusions that the 2D cylindrically symmetric
simulations describe most aspects of the PWFA well but
that it is hard toget a reliable estimate of the pefiddd
and thereforethe maximum obtainable particlenergies
with this algorithm. Full 3D simulationsre probably
required to clarify this question [2].

4 CONCLUSIONS

The objectoriented frameworkOSIRIS for laser-plasma
and beam-plasma physics has beafeveloped and
successfullyusedfor simulations of plasmavake field
accelerators. Thess#mulations support previougsearch
results. Thecodewill be usedfor future research inthis
area asvell as in otherareas. New moduleadding new
ghysics to theframework will be implemented as our
research motivates it. Due to the objecbriented
programming style these new modules will &ble to
immediately take fulladvantage ofall the otherfeatures
already implemented.
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