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Abstract 
In 2008, when we started beam commissioning of J-

PARC MR, I/O controllers (EPICS IOC) were consisted 
of about 80 pieces of VME-bus computers and a few PC-

based controllers. The total number of IOCs was 80-90.  
In 2016, we have non-VME IOCs: a) Yokogawa 

F3RP61 (Linux-based CPU with PLC I/O modules), b) 
virtual ioc (EPICS IOC on a virtual machine), and c) 
commercial micro-server. The total number of IOCs is 
around 170.  

Histories and characteristics of VME and non-VME 
IOCs are described in this report. In addition, based on 
operation experience since 2008, reliability of VME-bus 
computers is discussed.  

INTRODUCTION 

J-PARC (Japan Proton Accelerator Research Complex) 
is a high-intensity proton accelerator complex, located in 
Ibaraki, Japan. It consists of three accelerators: a) 400-

MeV Linac (LI), b) 3-GeV Rapid Cycling Synchrotron 

(RCS), and 30-GeV Main Ring (MR) [1-3]. The control 

system of J-PARC was developed using the EPICS 

(Experimental Physics and Industrial Control System) 

toolkit [4-5].  

J-PARC MR started beam operation in 2008. Since 
then, the beam power of MR has been improved year by 
year. In June, 2016, the power reached 425kW (Figure 1). 
We continue beam commissioning toward the design 
goal, 750kW, and more [6].  

To support commissioning activities, the MR control 
system has been often required to add new beam-

diagnostic devices, or follow upgrade of existing power 
supplies, and so on, in a limited period. Thus, flexibility 
and extension ability are very important.    

 

CHROCICLE OF IOC IN J-PARC MR  
Initial Design of IOC for J-PARC MR 

The control system for J-PARC MR was constructed in 
2006-2008. At the time, a VME-bus was understood to be 
robust and highly reliable, compared with other platforms. 
Thus, we selected VME-bus computer as a primary I/O 
controller (hereafter IOC). About 80 pieces of VME-bus 
IOCs were introduced in 2008.  

However, in our history, non-VME-type IOCs were 
also introduced. Even in 2008, a PC-based controller was 
introduced. Then, a PLC-type Linux-based CPU in 2009, 
an IOC running on a virtual machine in 2011, and a 
commercial micro-server (“Saba” IOC) in 2015, were 
introduced. The numbers of MR IOCs between 2008 and 
2016 are summarized in Figure 2.  

 

 

Figure 2: Numbers of MR IOCs between 2008 and 2016.  

VME-IOC and PC-based IOC 

In 2008, three (later four) models of VME-bus 
computers were used in MR operation: (a) the model, 
VMIC V7807 (after 2009, V7865), for DAQ of network-

based digitizers (Yokogawa WE7000) [7],   (b) the model, 
Sanritz SVA041, for controlling ladder-logic PLC 
(Yokogawa FA-M3) [8], and (c) the model, VMIC V7700, 
for VME-bus timing modules [9]. The specs of four 
models are given in Table 1. For all the models, we 
selected Intel-based chip, in order to run Linux OS. Front-
end devices underneath VME-IOCs are shown in Figure 
3.  

One model of vacuum controllers has no external 
control interface but a RS485 port. It was not supported 

 

Figure 1: Improvement of MR beam power until 2016. 
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by VME-IOC. Thus, we decided to introduce a 
“microIOC”, a customized PC-based controller provided 
by Cosylab [10]. A model with eight RS485 ports was 
introduced (Figure 4).  
 

Table 1: VME-bus CPU modules in J-PARC MR 

CPU 
Model 

Device Spec 

VMIC 

V7807 

Digitizer 
(TCP/IP) 

Pentium M, 1.8GHz 

1.0/1.5GB memory 

VMIC 

V7865 

Same as above 

# After 2009 

Core Duo T2500 2C2T 

2.0GHz / 3GB 

Sanritz 

SVA041 

Ladder PLC 

(TCP/IP) 
ULV Celeron M  
600MHz / 512MB 

VMIC 

V7700 

timing modules 
(VME-bus)  

Celeron M  
400MHz / 512MB 

 

 

Figure 3: Front-end devices underneath VME-IOCs.  

 

 

Figure 4: A microIOC and vacuum controllers. 
  

PLC-IOC  
In 2008, porting EPICS into F3RP61 (a Yokogawa’s 

Linux-based CPU for PLC) was carried out by KEK and 
RIKEN [11-12]. As in Figure 5, this enabled us a “PLC-

IOC”, which uses robust PLC I/O modules without ladder 
programming and a separated VME-IOC. After 2009, 
many PLC-IOCs, each consists of a F3RP61 and suitable 
I/O modules, have been introduced in J-PARC MR [13-

14]. A PLC-IOC for octapole magnets is a typical 
example (Figure 6).  

 

Figure 5: Scheme of PLC-IOC with a F3RP61. 

 

 

Figure 6: A PLC-IOC to control octapole magnets. 
 

Virtual IOC 

The “virtual IOC” is an EPICS IOC running on a 
virtual machine. Since 2011, virtual IOCs have been used 
for network-based devices, and soft-IOCs of management 
purposes. Three blade-type servers, with Scientific Linux 
6.7 and KVM, have been used as host machines [15-16].  

Example of virtual IOCs in MR are shown in Figure 7. 
The left is a network traffic monitor using the SNMP 
protocol. The right provides an automatic tuning of 
digitizer scales at parameters changes. In the right case, a 
virtual IOC communicates with three “real” IOCs.  

 

 

Figure 7: Two examples of virtual IOCs in J-PARC MR.   

“Saba” IOC 

The “Saba Taro” is a commercial micro-server. It is 
designed for administrative purposes (i.e. DNS, Web, 
DHCP, etc.) used in a small office, or for a host of IoT 
devices [17]. A “Saba” IOC is an EPICS-IOC, using a 
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“Saba Taro” of the model “Pinon Type-P” [18]. A “Saba” 
IOC is much cheaper and much smaller, however, much 
powerful than a VME-IOC. Figure 8 shows the spec of 
“Saba Taro” and some of VME-IOCs in comparison.  

A VME-IOC for network-based devices can be 
replaced by a “Saba” IOC. In 2015, we carried out a 
reliability test of a few “Saba” IOCs in MR field areas. 
They ran without any trouble over a year. In 2016, we 
start a multi-year plan to replace VME-IOCs by “Saba” 
IOCs, gradually in the coming years (Figure 9).  
 

 

Figure 8: A “Saba” IOC and its spec. 

 

Figure 9: Two VME-IOCs were replaced by “Saba” IOCs.  

DISCUSSION  
Number of J-PARC MR IOCs in 2016 

In June, 2016, numbers of various IOCs used in J-
PARC MR operation are summarized in Table 2.   

Table 2: List of IOCs in June, 2016 in J-PARC MR 

IOC type Number Interface (Purpose) 

VME-IOC (V7807, 
V7865,SVA041) 

54 

 
Network (digitizer, 
ladder-PLC)  

VME-IOC (V7700) 25 VME-bus (Timing) 

PC-based IOC 3 RS485 (Vacuum) 

PLC-IOC 45 Basic signal I/O 

Virtual IOC 25 Misc. 

“Saba” IOC 11 Network 

 

Reliability of VME-bus Computer 

During 2008-2011, VME-IOCs worked well without 
troubles. Since 2011, each time after a scheduled power 
outage, a few VME-IOCs did not run. On-board memory 

card was broken (Figure 10). After replacing the broken 
card by a spare, the VME-IOC worked again. Memory 
cards on the models SVA041 and V7807 were broken, 
however, no failure on other models. Number of broken 
cards at each power outage is shown in Figure 10.  

Later, we knew that all broken memory cards are the 
products in the middle of 2007. We introduced 33 (22) 
pieces of SVA041 (V7807) in 2007. Until 2016, 20 of 33 
memory cards on SVA041 (7 of 22 on V7807) were 
broken, respectively. More detailed analysis on this issue 
is given elsewhere [19].  

In 2015, Micron, a DRAM company, announced a 
defect in DRAM chips which were shipped before 
December, 2010 [20]. Figure 11 is an essential part of the 
announcement. Observed our problem is well understood.   

It is worth noting that no trouble on main VME boards 
of the models, SVA041 and V7700, since 2008. In 
addition, VME boards introduced not in the middle of 
2007 have no memory card failure. However, this 
experience arise a suspicion for reliability of VME-bus 
computers, and encourages us to use “Saba” IOCs more.   
 

 

Figure 10: Memory card failures during 2011 and 2016.  
 

 

Figure 11: Part of the announcement by Micron.  

CONCLUSION 

Various types of I/O controllers of J-PARC MR are 

reviewed. Based on the operation experiences between 
2008 and 2016, reliability of VME-bus type I/O controller 

is discussed.    

We appreciate all the MR staff members for their 

continuous efforts to maintain and update I/O controllers.  
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