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Abstract

In this work the survey of methods for high intensive

beam dynamics is given. As an alternative to them the ap-

proach based on envelope dynamics was used. This method

is focusing on the use of the matrix form for Lie algebraic

methods for calculating the beam dynamics in the presence

of self-field of the beam. In particular, the corresponding

calculations are based on the predictor-corrector method.

Pros and cons of using described approach on hybrid sys-

tems are discussed.

INTRODUCTION

The number of methods and software for modeling beam

dynamics is out of counting. The most popular soft-

ware packages are MAD, COSY Infinity, TRANSPORT,

BEAMBEAM3D, IMPACT-Z, IMPACT-T and some oth-

ers [1]. But the problem of gathering different packages

under one software product (figure 1) is not yet solved

[2, 3]. Software for modeling beam dynamics with the

Figure 1: Unified user access.

space charge forces in the concept of matrix forms is the

part of project of making a unified user interface ”Virtual

Accelerator Laboratory”(VAL) [4]. The main use of the

VAL is simulation of beam dynamics by different packages

with the opportunity to match the results (in case of using

different solution methods for the same problem) and the

possibility to create pipelines of tasks when the results of

one processing step based on a particular software package

can be sent to the input of another processing step.

However, in all these packages methods of tracking par-

ticle by particle through the whole system. The most com-
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monly used is Particle-in-Cell method (PIC)[5, 6]. The

Fortran-based environment COSY INFINITY is based on

computations of perturbation expansions of Poincare maps

to high orders. MARYLIE [7] is a FORTRAN program for

beam transport and tracking based on a Lie algebraic for-

mulation of charged particle trajectory calculations.

And in case of intensive beams, which can lead to the so

called the filamentation effect or to the Halo, the number

of particles is bigger then 1 billion. Though, the computer

resources allow us to calculate large amount of data, the

practice shows that it is better to have a parallel algorithm

than a good and powerful machine. That was the goal: to

make the algorithm that can be parallelized easily.

ENVELOPE DYNAMICS IN MATRIX

FORM

It is well known that the envelope equations for continu-

ous beam with uniform charge density and elliptical cross-

section were first derived by Kapchinsky and Vladimirsky

(KV). This very useful result has been put into different

approaches to charged beams description with any charge

distribution with elliptical symmetry. More over this is also

true in practice for three dimensional bunched beams with

ellipsoidal symmetry.

Matrix formalism is a high-performance mapping ap-

proach for Ordinary Differential Equation solving. It al-

lows to present solution of the system in the following form

X =

k
∑

i=0

R1i(t)X
[i]
0

where R1i are numerical matrices. As it was said above,

there are different ways of modeling beam dynamics:

• Trajectory analysis. In this case the beam is presented

as a particles assemble and can be written using the

following matrix XN = { ~X1, . . . , ~XN}, where ~Xk

is a phase vector of k-th particle and N is a number of

particles.

• Beam envelope dynamics. In this case the beam is de-

scribed in the terms of envelope matrices [8]. We will

speak about them later.

• Distribution function dynamics. In this case one

present the beam in the terms of a distribution func-

tion, which satisfies to the Maxwell-Vlasov equations

system.

In this paper, we describe an approach to construct an-

alytical expressions for the electric field produced by the
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beam particles. These expressions may be derived using

the matrix formalism for a trajectory analysis [8], and in

terms of the envelope of the beam and/or the distribution

function (in accordance with the Vlasov-Maxwell equa-

tions).

Particle Tracking

For beam without bunches the equations of motion can

be written in the following form [8]

x′′ =
q

p
T

(

y′Bs − (1 + x′2)By + x′y′Bx + T
Ex

cβγ

)

(1)

y′′ = −
q

p
T

(

x′Bs − (1 + y′2)Bx + x′y′By + T
Ey

cβγ

)

Using the concept of matrix formalism equations (1) can

be rewritten

dX

ds
=

∞
∑

k=1

(

P1k
ext(s) + P1k

self (s)
)

X
[k] (2)

In linear case the equation of motion with the space

charge effect (1) will have the following view:

x′′ + kxx−
q

ǫ0m0c2β2γ3
EL

x = 0 (3)

y′′ + kyy −
q

ǫ0m0c2β2γ3
EL

y = 0

Matrix P11 in this case can be

P11(s) = P11
ext(s) + P11

self (s)

where

P11
ext(s) =









0 1 0 0
−kx 0 0 0
0 0 0 1
0 0 −ky 0









,

P11
self (s) =









0 0 0 0
−ηx 0 0 0
0 0 0 0
0 0 ηy 0









,

If we speak about nonlinear case the equations (1) will

be

x′′ + (kx − αkxx)x = axx
3 +Bxxx

′2 + cxxy
2+

+ k′xxyy
′ + dxxy

′2 + kxx
′yy′, (4)

y′′ + (ky − αkyy)y = ayy
3 +Byyy

′2 + cyyx
2+

+ k′yyxx
′ + dyyx

′2 + kyy
′xx′ (5)

Using matrix form this equations will be

X =

(

x

x′

)

, Y =

(

y

y′

)

, (6)

X
3 =

















X

Y

X
[3]

X
[2] ⊗

Y

X
⊗

Y
[2]

Y
[3]

















.

And for matrices P:

P11 =

(

P11
x O

O P11
y

)

,

P13 =

(

Q11
x O Q13

x O

O Q22
y O Q24

y

)

,

where, for example, for {x, x’}

P11
ext =

(

0 1
−kx 0

)

,

P11
self =

(

0 0
αkxx 0

)

.

Envelope Dynamics

The approximation of the envelope can be done by dif-

ferent ways (see figure 2):

Figure 2: Types of approximated ellipses of the envelope.

• the root mean square approximation;

• approximation by delineate ellipsoid;

• approximation by inscribed ellipsoid.

The general view of envelope matrix is

S
ik
0 =

∫

M0

f0(X)X[i](X[k])∗dX

In linear case for delineate ellipsoid according to matrix

formalizm equations can be
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dSmax

ds
= P11

S
max +S

max(P11)∗.

For root-mean-square envelope the equation with the space

charge forces is

dSrms

ds
= P11 (〈Srms〉∆s; s)+S

rmsP11 (〈Srms〉∆s; s)
∗

.

After that, using algorithm, described in [9] we get the en-

velope matrices to solve the equation of motion in the ma-

trix form.

BENEFITS OF PARALLELIZATION

Due to the fact that the described approach is based on

matrices and the main operations are multiplication and

addition of them, the use of GPU programming [10, 11]

seems very useful and effective. The present research is

shown that there is no great benefit via parallelization of

computational code for one particle by using, for exam-

ple, OpenMP library (see Table 1). In this case overhead

on data sending is significant and take the greatest part of

time. On the other hand, matrix formalism allows to pro-

cess a set of initial points as an envelope of the distribution

function, where the data sending is lower. But using only

GPUs is not justified. However, the results have shown that

the described algorithm is well parallelizing.

Table 1: Time (sec.) in parallel code for different number

of particles.

Threads/ 10
7

20 ∗ 106
30 ∗ 106

Particles

Sequential 9,14508 18,3444 28,1367

4 13,1787 26,3788 21,5358

8 7,16977 14,5777 20,8549

16 6,8548 13,6071 20,15

64 6,70448 13,5593 20,0794

128 7,92809 14,8894 22,748

CONCLUSION

Our challenge is to provide computer simulation for de-

veloped algorithm for solving the problem of accounting

space-charge forces in general and compare this algorithm

with other methods. It allows simulate both long-term evo-

lution of a set of particles, and evaluating based on enve-

lope description. As it was said above the method can be

implemented in parallel codes on GPU+CPU hybrid Clus-

ter. That is why the future development of the research also

can be based on writing software to compare different par-

allel techniques for Hybrid Systems, in order to effective

use of described approach to compute the required number

of particles in long-term evolution of the beam.
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