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Abstract

The review of modern approach to synchronizing large

physical installations including accelerators is given in this

paper. This approach is based on using digital modules

connected by an optical link to transfer a mixed clock/data

signal. A sub-nanosecond jitter and nanosecond resolution

can be achieved this way as well as dynamic delay compen-

sation and precision timing. Several modern synchroniza-

tion systems based on this principle are discussed: White

Rabbit, MRF, J-PARC and BINP developments.

INTRODUCTION

In recent years the approach to the synchronization of

large physical installations has drastically changed. With

new developments in digital electronics and optical tech-

nologies transferring a signal including carrying frequency

and encoded data over a distance of several kilometers be-

came possible. Using them a scheme was devised that al-

lows to achive an unprecedented precision, flexibility and

range for synchronisation of multitude control stations.

This scheme allows to synchronize multitude of devices

over the distance of multiple kilometers with jitter less than

100 fs.

A range of systems based on these principles were de-

veloped and are used in physical installations around the

world. Most notable of them are: The White Rabbit Project

(CERN) [1] which is planned for use in ESRF, SKA and

several other installations; Micro-Research Finland (MRF)

timing system [2] that is used in NSLS, Libera, ELI, and

FRIB; J-Parc timing system [3] and Greenfield Technol-

ogy timing system [4] used in Soleil, AWE, etc. This ap-

proaches were also recently used in synchronisation system

of LIA-20 accelerator [5] in a system developed at BINP.

Now let us describe the principles of their operation.

SYNCHRONISATION SCHEME

For the sake of simplicity let us let us consider two

nodes, each of them functioning as a clock. By clock we

mean a counter working on a specific stable frequency. The

synchronization of two clocks then consists of several pro-

cedures:

• syntonisation – equalizing the frequencies;

• tuning of the phases;

• synchronizing the counter values;

In practice one of this clocks typically with a better

frequency source such as a rubidium oscillator, or GPS-

transmitted atomic clock frequency is considered a master-

clock, and other one is a slave-clock.
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Let us first consider the syntonization of these two

clocks. The general idea between all of the modern syn-

chronisation systems is shown on Fig. 1. In the master

module the frequency from the master clock is mixed with

data using an encoder. Then the produced clock/data signal

from encoder is fed through an optical transmitter (TX) to

an optical line. On a slave module the optical signal is con-

verted to an electric one by a receiver (RX) and is fed to a

clock data recovery scheme (CDR). Basically this scheme

consists of a phase-locked loop that locks onto a frequency

and provides it furhter to a module and a data recovery cir-

cuit. The data recovery circuit is more complicated and we

will not discuss it in this article, but generally it performs a

decoding operation based on the incoming clock/data sig-

nal and a frequency obtained by PLL.

Figure 1: Synchronisation scheme.

The PLL is a central element in this scheme that deter-

mines the quality of the frequency traking. A received fre-

quency from PLL is strictly locked to a transmitted master

frequency, and with modern PLL’s the accuracy in order of

tens of picoseconds is attainable with ease. It should be

noted also that the PLL can be used to create a frequency

that is in a rational ratio to its input. This can be convenient

in cyclic machines and is used to obtain an RF from master

frequency source.

The ability to transmit data using this scheme is utilized

to synchronously transfer the messages. This messages can

contain delay and phase difference measurements as well

as command sequences.

To measure the transmission delay between the follow-

ing procedure is used: master module sends a special mes-

sage to the slave module which sends back a reply im-

mediately after receiving. Master module measures the

time necessary for the transfer and thus gets a double

transmission delay. There are some problems with this

method if you want to achive an accuracy better than sev-

eral nanoseconds, because in general the transmission line

is assymethric, thus Master-Slave and Slave-Master delays

can be different. To solve this problems an elaborate cali-

bration schemes are used. After the Master-Slave delay is

measured it can be transmitted to a slave module to be used
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for a periodical delay compensation.

PHASE TUNING

Practically achievable frequencies for transfer through

fiber-optic are: 1.2 - 2.4 GHz. Thus the actual quantum of

synchronization is not less than 416 ps. As all of the dig-

ital schemes have inherent quantization noise not less than

the value of a quantum, to achieve better synchronisation a

special methodics for phase measurements and is needed.

There is a methodic called Digital Dual Mixer Time Differ-

ence or DDMTD for this [6]. The principle of this scheme

is shown on Fig. 2.

Figure 2: DDMTD scheme.

In our opinion, this scheme could be viewed as a stro-

boscopic measurements. If we need to measure the phase

difference between two signals clk1 and clk2 with the same

frequency vn, we need to generate a slightly offset fre-

quency vddmtd. Then, strobing both signals with this offset

frequency we effectively stretch the signals in time by the

same ratio. After that, the counter with a standard XOR

phase measurement scheme could be used to achive a great

precision of phase measurements of around 1 ps or less.

This scheme is used in synchronization systems as fol-

lowing. The clock signal is transferred to the slave module

and then it is fed back to the master module. In master

module a DDMTD is used to measure the phase and then

these measurements are transferred back to the slave mod-

ule which adjusts it’s phase accordingly using PLL. Over-

all accuracy achieved using this scheme is around 10 ps

between modules.

COUNTER ADJUSTMENT

After the syntonization and phase adjustment are fin-

ished the values in the counters of different modules must

be aligned. Several different methods are used to accom-

plish this task. Firstly, some systems like MRF, SuperKEK

and Greenfield don’t do this at all. Thus you have a syn-

tonized and synphazed counters each counting on it’s own.

Secondly, the precision time protocol (PTP) [7] proto-

col can be used for this task with special modifications

required for greater accuracy. These modifications were

made by White Rabbit team (CERN) and were added to

the PTP standard. The basic idea of PTP is shown on fig.

3. Two modules are exchanging messages, containing lo-

cal time of sending (t1, t3), and record local time of re-

ceiving (t2, t4). The link delay than can be determined as

δ =
(t4−t1)−(t3−t2)

2 . and clock offset as x = t2 − t1 + δ.

Thus after several such exchanges you can derive the mean

values of link delay and clock offsets. After that two com-

mands “plus tick” and “minus tick” are used to bring this

slack to zero.

Figure 3: PTP procedure.

We should note that PTP protocol was introduced to syn-

chronize nodes with different feeding frequencies, that pe-

riodically need to be co-aligned, such as personal comput-

ers. If the frequency of all of the nodes is the same then

this approach seems to be a great overhead. Thus we intro-

duced a synchronous counter adjustment procedure for our

system at BINP. It is shown on >Fig. 4.

Figure 4: Synchronous counter adjustment procedure.

The basic idea beneath the procedure is to transfer the

message with a future time from master beforehead and set

this time to the counter of the slave and stop it. After that

the “Start” command is given in specific time taking all

delays into account, and the slave counter starts working
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Table 1: Existing Synchronization Systems

Name Frequency range Precision Compensation Common clock Event transfer

White rabbit 125 MHz < 10 ps RMS Phase, Delay PTP Soft-synchronous

MRF Timing 50 - 142.9 MHz < 10 ps RMS Phase, Delay No Synchronous

Greenfield Timing 80 MHz < 10 ps RMS Phase No Synchronous

J-PARC 96 MHz 30 ps? No No Synchronous

BINP 50 - 125 MHz < 50 ps RMS Phase, Delay Yes Synchronous

completely synchronous with the master. As the frequency

is essentially the same, no tuning will be needed after this

procedure and it has to be done only once after connecting

the node to the timing network.

EXISTING IMPLIMENTATIONS

Now let us discuss some of the details of the existing

synchronization systems. The Table 1 is presented with

a comparison of the abovementioned systems. Unfortu-

nately, it is not easy to collect the information about some

of these systems, thus this table may contain some errors.

Let us now discuss some of the properties of this sys-

tems. First of all we will describe White Rabbit timing sys-

tem. It is an open-hardware project developed at CERN. It

is based on using synchronous ethernet and PTP protocols.

Essentially it provides a common 125 MHz clock with very

high precision on several nodes over the distance of several

kilometers. Also it provides a synchronous ethernet net-

work, using which you can develop an arbitrary data trans-

fer schemes. We should note that as it is essentially an eth-

ernet, “hard” synchronisation is not possible at all, because

the message arrival time depends on many factors such as

network load etc.

We will not discuss here Greenfield and J-PARC solu-

tions, because they are in many aspects similar to the MRF

timing system. So, let us discuss the MRF Timing solu-

tion. It is based on transferring an arbitrary clock in a wide

range and provide a synchronous messaging on this clock.

This allows to use this clock to feed the low-level RF gen-

erators. To provide “hard” synchronization a prioritisation

scheme for the messages is implimented. In recent years

digital delay and phase compensation were added. Gen-

erally, the MRF system doesn’t provide “common time”,

it only provides transferring the event signals through the

network.

And finally we will talk a little about the system designed

at BINP, which is discussed in detail at [5]. Our system

combines the “common clock” and “hard” synchronization

events approaches to achieve the same accuracy goals as

other systems. It also allows wide frequency range to al-

leviate its use in LLRF synchronization. It is already suc-

cessfully used on LIA-5 accelerator and is planned for use

in several other projects.

CONCLUSION

The synchronization systems based on the principles that

are described in this article are introduced for most of the

modern accelerator and big physics installations. As sev-

eral “megascience” projects are being developed in Russia,

the usage of such a system in them seems to be inevitable.
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