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Abstract

With modern superconducting cavities flux trapping is a
limiting factor for the achievable quality factor. Flux trap-
ping is influenced by various parameters such as geome-
try, material, and cooldown dynamics. At SRF2019 we
presented data showing the magnetic field surrounding a
cavity. We now present supplemental simulations for this
data focusing on geometric effects. As these simulations
are inconclusive, we have designed a new setup to measure
trapped flux in superconducting samples which is presented
as well. The advantages compared to a cavity test are the
simpler sample geometry, and quicker sample production,
as well as shorter measurement times. With this setup we
hope to identify fundamental mechanisms of flux trapping,
including geometry effects, different materials, and different
treatments. First results are presented along with the setup
itself.

INTRODUCTION

In superconducting cavities operating in the radio fre-
quency (RF) range, losses occur. As the cavities are oper-
ated at a temperature around 2 K, 1 W of dissipated power
in the cavities requires close to 1 kW of wall plug power
to keep the temperature stable. Therefore, it is critical to
reduce losses in the cavities, especially when accelerators
are operated in continuous wave (CW) mode. The losses
stem from the non-vanishing surface resistance of super-
conductors in RF fields. Part of this surface resistance is
caused by trapped magnetic flux and since it is impossible to
completely shield the earth’s or other stray magnetic fields
it is necessary to understand the fundamental flux trapping
mechanism to increase cavity performance further.

In this paper we will first compare measured magnetic
field surrounding a superconducting cavity with two simu-
lations to investigate whether all components of magnetic
flux are trapped or only the component perpendicular to
the cavity’s surface. In the simulations only a simple static
model was assumed and the analysis showed that with the
data set at hand no definite statement can be made.

To better understand the flux trapping mechanism we de-
signed a new experiment that is presented in this paper. The
new setup is intended to increase the accuracy of the mag-
netic field data as well as decrease the geometric complex-
ity of the superconductor. The sample is a (100 x 60 x
3) mm Niobium sheet. The magnetic field ist measured by
45 anisotropic magnetoresistive (AMR) sensors mounted on
a custom printed circuit board (PCB) just above the sample.
Additionally the temperature can be controlled with heaters
at either end of the sample. We hope that the small distance
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of the sensors to the sample, the high density of sensors and
the simple geometry helps to overcome the problems we
faced with the measurements conducted with the cavity. In
addition to the setup we present data from commissioning.

FLUX TRAPPING MEASUREMENTS
WITH CAVITIES

In this section we analyse data showing the magnetic
field surrounding a superconducting cavity already presented
SRF 2019 [1]. However, since then we performed more de-
tailed simulations with which we want to investigate how the
magnetic field gets trapped inside the cavity: In particular
the question whether all components of magnetic flux are
trapped within the superconductor or only components per-
pendicular to the surface are trapped. The analysis reveals
that neither of the two static models that were assumed in
the simulations can describe the measured data with high
accuracy. We, therefore, conclude that with the data set at
hand it is not possible to make a definite statement of how
the flux is trapped.

Experimental Setup

Here we only give a brief overview of the setup. A more
detailed description can be found in [2]. A schematic view is
shown in Fig. 1 Measurements are conducted on a 1.3 GHz

Figure 1: CAD rendering of the measurement setup consist-
ing of a cavity in the middle, circuit boards measuring the
temperature and B-field around it, and three Helmholtz coils.
The blue, red, and green coils generate a field in z, x, and y
directions respectively. Boards for measuring the magnetic
field are highlighted purple.

TESLA single cell cavity. 48 PCBs are spaced evenly around
the cavity, four of which are used to measure magnetic field.
The remaining 44 are used to measure the surface temper-
ature of the cavity. The four magnetic field mapping cards
are highlighted purple, and are spaced 90° apart. On each
board 15 single-axis AMR sensors are installed, forming five
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sensor groups, each measuring the full 3D magnetic field
vector. Additionally 3 Helmholtz coils are placed around the
cavity allowing us to apply a magnetic field in an arbitrary
direction.

Compare Measurements with Simulations

Two distinct models are investigated. In the first all mag-
netic flux is trapped. In the second model only the field
component perpendicular to the cavity’s surface is trapped.
To distinguish between the two models we simulate the final
state magnetisation. A more detailed analysis can be found
in [3].

The dynamics of partial flux expulsion are difficult to
model. Simulating the distribution and orientation of trapped
flux in the superconductor under different hypotheses of how
the trapping takes place, and by comparing the results to the
measured data, we hope to gain insight into the true nature
of the trapping mechanism. In particular, we study whether
a simplified static model is able to provide quantitatively
accurate results.

COMSOL [4] is used as a simulation tool. Rather than
attempting to simulate the trapping mechanism we look at
two different final magnetisation states. In the first model
magnetic flux is trapped “as is”, meaning all components are
trapped, independent of the orientation of the magnetic field
with respect to the cavity’s surface. In the second model,
we assume that only the component perpendicular to the
cavity’s surface is trapped, the field components parallel to
the surface are set to zero.

In the simulations presented here, the field is applied
vertically, i.e. in the direction of the beam axis. With each
configuration we can then calculate the field distribution
around the cavity using COMSOL, and compare the results
to the measured distribution to discern the true behaviour
of flux trapping. The relative permeability y, of the cavity
material is set to 0.0001, so that it represents the cavity in
its superconducting state.

Figure 2 shows a direct comparison of measured data and
the simulation results where homogeneous trapping is as-
sumed. To enable a comparison of simulated and measured
data, the values from the simulation are evaluated at the ac-
tual sensor positions. This accounts for the spread in sensor
positions within each sensor group.

To quantitatively compare simulation results, the relative
magnetic flux density with respect to the mean magnitude for
each data set is calculated for each sensor position. Thus, the
absolute amount of trapped flux is removed from comparison,
and only relative differences in trapped flux throughout the
cavity factor in. As a result, the quotients for homogeneous
flux trapping differ from the ones where non-homogeneous
trapping is assumed. The results from calculating the quo-
tients for vertically applied field are shown in Table 1.

Note that identical letters indicate sensor groups of a sin-
gle card. Identical numbers indicate sensor groups at the
same level. It stands out that simulation results differ for
specific sensor groups. For example, we see that within
both simulations sensor groups on level 1 measure a higher
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Figure 2: Measured trapped flux at the sensor positions (red)
and simulation results for trapping as is”(green). External
field is applied vertically. Numbers next to the arrows show
the magnitude of the measured magnetic flux density in pT.
Numbers in brackets show the magnitude of the simulated
magnetic flux density in pT. The grey arrow indicates the
direction of the applied field, but it is not to scale. The sensor
labels are marked in blue. Due to a broken sensor, sensor
group CS5 is not depicted.

Table 1: Magnetic flux density of measurements, simulation
with homogeneous trapping, and simulation with perpendic-
ular trapping normalized to the mean magnitude for each
data set, respectively. The external field is applied vertically.
If the simulation significantly (30 = 12%) differs from the
measurements, the value is highlighted in red. Due to broken
sensors, sensor groups C5 and D2 are not included.

Al 1.21 1.19 1.14
A2 0.93 1.08 1.12
A3 0.80 0.83 0.84
A4 0.90 0.87 0.90
A5 1.09 1.06 1.05
B1 1.32 1.20 1.14
B2 1.02 1.09 1.12
B3 0.84 0.83 0.84
B4 0.90 0.86 0.89
B5 1.06 1.06 1.05
Cl1 1.18 1.20 1.14
C2 0.94 1.09 1.12
C3 0.81 0.83 0.84
C4 0.87 0.86 0.89
D1 1.35 1.19 1.14
D3 1.06 0.83 0.84
D4 0.74 0.87 0.89
D5 0.97 1.06 1.05

flux density than sensor groups on level 5. Because in the
simulations flux gets trapped uniformly over the cavity, this
disparity can only be explained by the fact that the sensors in
sensor groups on level 4 or 5 are spread further apart within
a group, and therefore, are further away from the cavity wall.
Furthermore, simulated values in sensor groups on level 1
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differ 5 to 6 percentage points across simulations, whereas,
sensor groups on level 3 and 5 differ only 1 percentage point.
Since the difference across simulations is larger for sensor
groups on level 1 than for sensor groups on level 3 or 5, we
conclude that sensor groups on level 1 are more sensitive
to the hypothesis on homogeneous or perpendicular flux
trapping than groups on level 3 or 5. Sensitivity differences
in sensor groups on level 5 compared to sensor groups on
level 1 are caused by the positioning issue mentioned above.
Therefore, the sensor position should be adjusted for future
experiments.

In Table 1, simulation results that differ significantly, i.e.
30 = 12% from the measurements are highlighted in red.
The card that stands out is D, since the measurements dis-
agree with the simulations in sensor groups D1, D3, and D4.
On the other hand, sensors on cards A, B and C, agree well
with simulations and with each other on levels 3-5 or 3-4 in
the case of card C. On the upper half of the cavity sensors
on card A, and C as well as card B, and D agree with each
other. Sensors on card A and C agree with simulations on
level 1 and measure less trapped flux than sensors on B, and
D which agree on level 2 with simulations. So, in the upper
half we see a symmetry between sensors on cards A, and C
as well as on cards B, and D where each pair disagrees with
simulations in one group. To summarize, we see that flux
gets trapped differently in the top half than in the bottom
half, and we also see that flux gets trapped differently along
Card D compared to the others. We also see that for the red
entries the difference between measurement and simulation
is larger than the difference between the simulations.

The findings above suggest that a static model poorly
reflects reality. In fact, we suspect that the dynamics of
flux trapping, i.e., the changing boundary conditions as the
superconducting front passes through the cavity, play an
important role. Hence, using a static model to describe
the entire cavity, might fall short. Therefore, inferences on
the extend of flux trapping using only one or a few sensors
should be treated cautiously. In such cases, only statements
about the local environment are permissible. While it is
a very useful tool, it should be kept in mind that the real
field profile might sometimes be quite different than a static
model suggests.

FLUX TRAPPING MEASUREMENTS
WITH FLAT SAMPLES

Since the analysis comparing the data from the cavity mea-
surements with simulations did not yield definite answers, a
new setup is designed. With a simple sample geometry and
sensors as close to the surface as possible we hope to gain
insight in the mechanism of flux trapping. The simple sam-
ple geometry (100 x 60 x 3) mm also allows us to measure
trapped flux for many different treatments.

Experimental Infrastructure

The experiment is conducted in a small glas cryostat de-
picted in Fig. 3. It is filled with liquid helium from a Dewar.
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Figure 3: Picture of glass cryostat with two Helmholtz coils
producing horizontal magnetic fields and a solenoid wound
around the aluminium housing producing field in vertical
direction.

Since the cryostat is not shielded, the earth’s magnetic
field has to be actively compensated. It is, therefore, nec-
essary to be able to apply a magnetic field in an arbitrary
direction. This field can then also be used to apply external
field during the measurements. To achieve this, two square
Helmholtz coils are attached to the holding frame of the
cryostat. They create magnetic fields in two horizontal di-
rections perpendicular to each other. Additionally a wire is
wound around the aluminium housing of the cryostat itself,
forming a solenoid. This provides a vertical magnetic field.

The Helmbholtz coils are designed following the Helmholtz
condition for square Helmholtz coils in [5]. Their magnetic
field was then calculated using COMSOL. The simulation
showed that in a cube of (20 x 20 x 20) cm in the centre of the
Helmbholtz coil the magnetic field varies less than 1%. The
solenoid was simulated with COMSOL as well. It showed a
deviation of the magnetic of 1.5% in the same area.

Diagnostics and Temperature Control

The experiment itself is shown in Fig. 4

We use two different kinds of sensors to measure the
magnetic field. On one side of the sample three single-axis
fluxgate sensors are mounted pointing in every direction
in space. They are used as reference to calibrate the AMR
sensors since they can not be calibrated in the intended way
at cryogenic temperatures. The fluxgate sensors are also
used to control the feedback loop adjusting the current in
the coils to achieve a desired magnetic field.

Since fluxgates are large and expensive we use AMR sen-
sors [6] mounted on a PCB to measure the magnetic field
with a high spatial resolution, and close to the sample. The
effect of the superconducting phase transition can, there-
fore, mostly be detected by the AMR Sensors. The PCB is
depicted in Fig. 5

Sensors are soldered on small PCBs which are then sol-
dered to the larger board to rotate the sensitive axis of the
Sensors perpendicular to the plane of the main PCB. On
the backside of the main board, sensors are rotated 90° with
respect to the sensors soldered onto the front. By rotating
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Figure 4: Picture of the assembled experiment. The niobium
sample is clamped on either side with copper blocks with
heaters attached at their ends. Three fluxgate sensors are
mounted on one side of the sample. A PCB with AMR
sensors is mounted on the other side of the sample.

Figure 5: Picture of AMR sensors soldered to the PCB. In
total 45 AMR sensors are mounted on the board. Sensors are
soldered to the small adapter pieces to rotate their sensitive
axis perpendicular to the plane of the PCB. On the backside,
opposite to the sensors soldered directly to the board are
sensors rotated 90°. By using all three types of sensors, we
are sensitive in every direction. This resultsin a 3 x 5 grid
of sensor groups.

the AMR sensors in every spatial direction we can combine
three sensors in one sensor group and measure the full mag-
netic field vector. The dimensions of each group is (5 x 5 x
0) mm. The board is mounted at a distance of 6 mm to the
sample surface. This way the sensors are more sensitive to
local flux variations in the sample. A distinction between
different magnetisations like in the previous chapter should,
therefore, be easier. The output voltages of the AMRSs are
measured with an imc Spartan device [7]. With this all sen-
sor channels are read out simultaneously with a maximum
repetition rate of 500 Hz.

The sample temperature is monitored with four Cernox
sensors glued to the sample. To accomplish different tem-
perature gradients across the sample, we need to be able to
control the temperature at the ends of the sample indepen-
dently. For this purpose 5 mm of the sample is clamped in a
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copper block at either end (Fig. 4). The copper blocks are
heated with a foil heater at their far side. The purpose of
the long blocks is to move the electrical heater away from
the sample. This reduces the magnetic field created by the
heater currents at the sample. The heater power is controlled
by a PID controller using the the Cernox sensors at the ends
of the sample as input variable.

Measurement Procedure

The cryostat is filled with liquid helium just below the
experiment. Since there is some space between the exper-
iment and the bottom of the cryostat, we can fill roughly
21 of liquid helium before it reaches the experiment itself.
When filling the helium it evaporates and the cold gas is
used to cool the experiment below transition temperature of
niobium (9.2 K). However, since the the experiment is not
submerged in liquid helium, we can use the heaters to heat
the sample above transition temperature. When it is normal
conducting, we can lower the temperature at the ends in a
controlled manner with the PID controlled heaters. If there
is not enough cooling power by the surrounding gas, we can
evaporate some of the helium below the experiment, with an
extra heater, to increase the gas flow and, therefore, cooling
power. Alternatively we can evaporate helium by pumping
down the pressure in the cryostat. During the cooldown a
magnetic field can be applied in an arbitrary direction. When
the sample is fully superconducting the “zero-field”, i.e. the
coil currents that compensated the ambient magnetic field
when the sample was normal conducting, is applied again.
The magnetic field measured by the AMR sensors is then
just the trapped flux.

Additionally the AMR sensors need to be calibrated once
the cryostat is cold, since their sensitivity is temperature
dependent. For calibration the sample has to be normal con-
ducting, so it does not influence the magnetic field. The
current in each coil is successively ramped up and the output
voltage of the AMR sensors measuring in the direction of
the field is compared to the magnetic field measured by the
corresponding fluxgate sensor. This means that inhomo-
geneities in the magnetic field are included in the calibration
and can not be measured with the AMR sensors. The in-
homogeneities can stem from an inhomogeneous ambient
magnetic field, or by errors in the magnetic field created by
the Helmholtz coils.

Results

In this section we will present first data acquired with the
setup. The data presented here was acquired in the commis-
sioning run. The sample is a single crystal of niobium RRR
300, which was not treated in any form.

Active Field Compensation After AMR calibration
and with active compensation of the earth’s field, the flux-
gates which are used as reference for the coil currents showed
a magnetic field of (0.13, -0.12, 0.02) uT. The AMRs, how-
ever, show up to 4 puT. Since the AMRSs are calibrated to the
fluxgates, this indicates that the AMRs see field not only by
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the coil it should be sensitive to, but field of the other coils as
well. This can have several reasons: If the experiment is not
parallel or perpendicular to the coils, the sensors will pick up
a component of the field. However, in this case all sensors
should pick up the same amount. We saw that some sensors
measured an increase in magnetic field and some a decrease.
This indicates that the sensors are not soldered perfectly to
the board. We calculated the angle the sensors have to be
wrong in order to see these errors is just 3°, making this
explanation reasonable.

In forthcoming runs the calibration routine will be altered
and the angle of the sensors will be calculated from the
response to the different coils.

Temperature Control The heaters on top and bottom
of the copper block allow us to create temperature gradients
across the sample. In the commissioning run we achieved
temperature differences between the top and bottom sensor
of (0.1 - 2.5) K. Since the temperature sensors are 8 cm apart
this results in a temperature gradient of (0.013 - 3.13) K/cm.
Figure 6 shows the temperature of the four Cernox sensors
on the sample, as well as the temperature of the surrounding
gas for a cooldown with a temperature difference between
top and bottom of 0.2 K (at 9.2 K).

TIK]

—
17:42:10
time

17:42:20
Apr 28, 2021

17:41:50 17:42:00

Figure 6: Temperature curve of a cooldown with a temper-
ature difference between top and bottom of 0.2 K (at 9.2K
sample temperature)

Magnetic Field Data Figure 7 shows the measured mag-
netic field before and after the superconducting phase tran-
sition when the zero-field is applied. We can see in the
rendering on the right in Fig. 7 that there is more trapped
flux on the top of the sample. This indicates that the temper-
ature control has to be refined to have a constant gradient
across the sample.

CONCLUSION

The measurements on the cavity left open questions as to
how the trapped flux inside the cavity is distributed. There
are two factors that complicate the analysis: First, the dis-
tance between sensors and the cavity’s surface. Second, the
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complex geometry of the cavity. A new experiment is de-
signed to remedy these factors. With the this setup we are

Figure 7: Magnetic field measured with AMR sensors be-
fore phase transition (left), and after phase transition when
the zero field is applied (right). For this cooldown the tem-
perature difference is 0.2 K across the sample.

able to investigate how flux gets trapped under different ex-
ternal field orientations and different temperature gradients.

Since the samples are easier and cheaper to produce than
cavities, flux trapping measurements can be conducted on
many different materials and treatment options. For a up-
coming test the effect of a grain boundary between two large
crystals is planned to be investigated.
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