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Abstract
Research linking surface hydrides to Q-disease, and the

subsequent development of methods to eliminate surface
hydrides, is one of the great successes of SRF cavity R&D.
We use time-dependent Ginzburg-Landau to extend the the-
ory of hydride dissipation to sub-surface hydrides. Just as
surface hydrides cause Q-disease behavior, we show that sub-
surface hydrides cause high-field Q-slope (HFQS) behavior.
We find that the abrupt onset of HFQS is due to a transi-
tion from a vortex-free state to a vortex-penetration state.
We show that controlling hydride size and depth through
impurity doping can eliminate HFQS.

INTRODUCTION
Hydride formation occurs at cryogenic temperatures in

a process analogous to familiar water vapor condensation,
where the high-entropy “gas” of interstitial hydrogen mini-
mizes its free energy by organizing into “droplets,” i.e. hy-
dride crystals. These crystals can accurately be described as
low-energy ordered configurations of interstitial hydrogen
with some accompanying distortion of the niobium lattice [1].
In general, the physics of droplet formation is not trivial be-
cause there is a surface energy associated with the droplets
which competes with the volume energy associated with the
bulk phase transition. The volume energy grows with the
cube of hydride radius while the surface energy grows with
the square of hydride radius. Thus, for given conditions
of hydrogen chemical potential and temperature, there is a
"critical" droplet radius above which hydride crystals are
stable and below which they are unstable [2]. The fact that
sub-critical droplets are unstable means that the hydrogen
atoms must form a super-critical droplet purely by statistical
chance, so that there is a free energy barrier to hydride pre-
cipitation which is potentially much larger than the thermal
energy scale. The rate of droplet nucleation depends expo-
nentially on this ratio and so can potentially be many orders
of magnitude slower than the hopping rate of impurities.

The free energy barrier to hydride precipitation depends
on the size of the critical droplet, which generally varies
throughout a macroscopic sample. Of particular interest are
the places where the critical droplet size and correspond-
ing free energy barrier are small enough that hydrides can
form quickly relative to the typical timescale (minutes) of
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cavity cooldown —we will call these places "nucleation
sites." Many material defects can potentially affect critical
droplet size, including interstitial impurities, as well as more
complex defects, such as impurity-vacancy complexes, dis-
locations and grain boundaries, that we will not describe
in detail here. Impurities are of particular interest because
their near-surface concentrations can be altered through low-
temperature baking, and because first-principles calculations
have previously shown that they create low-energy trap sites
for hydrogen, potentially encouraging hydride nucleation [3]

We present a new theory for the important physical effects
of low-temperature bakes, how they improve cavity perfor-
mance, and what can be done to further improve high-field
quality factors. We use time-dependent Ginzburg-Landau
theory to calculate dissipation from sub-surface nanohy-
drides, finding excellent agreement with experimentally-
observed high-field Q-slope (HFQS) behavior [4] and a clear
relationship between hydride size and position and HFQS
onset field. We argue that increasing the concentration of
hydride nucleation sites by impurity doping effectively de-
creases the typical size of hydrides, delaying the onset of
HFQS and improving cavity performance. Our results lend
additional credibility to the idea that low-temperature bakes
affect high-field cavity behavior by controlling nanohydride
formation.

METHODS
The Time-Dependent Ginzburg-Landau Equations

Ginzburg-Landau (GL) theory is one of the oldest
theories of superconductivity, and it remains relevant today
owing to its relative simplicity and direct physical insights
into the electrodynamic response of superconductors under
static applied fields and currents[5]. The time-dependent
Ginzburg-Landau (TDGL) equations were originally pro-
posed by Schmid[6] in 1966 and Gor’kov and Eliashberg[7]
derived them rigorously from BCS theory later in 1968.
The TDGL equations (in Gaussian units) are given by:
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2 |𝜓 |

2A = 0. (2)

These equations are solved for the superconducting order
parameter, 𝜓, and the magnetic vector potential, A. The
magnitude squared of 𝜓 roughly corresponds to the density
of superconducting electrons. Additionally, 𝜙 is the scalar
potential, 𝜎𝑛 is the normal conductivity, Γ is the phenomeno-
logical rate of relaxation of 𝜓, and 𝑒𝑠 = 2𝑒 and 𝑚𝑠 = 2𝑚𝑒

are the total charge and total effective mass of a Cooper pair,
respectively. The TDGL equations are subject to boundary
conditions (

𝑖ℏ∇𝜓 + 𝑒𝑠

𝑐
A𝜓

)
· n = 0 (3)

(∇ × A) × n = H𝑎 × n (4)(
∇𝜙 + 1

𝑐

𝜕A
𝜕𝑡

)
· n = 0, (5)

where n is the outward normal vector to the boundary surface
and H𝑎 is the applied magnetic field. Equation 3 ensures
no current will flow out of the superconducting domain,
and noting that 𝐸 = −∇𝜙 − 1

𝑐
𝜕A
𝜕𝑡

, equations 4 and 5 are
typical electromagnetic interface conditions with an applied
magnetic field.

The parameters 𝛼, 𝛽, and Γ were originally introduced
into the theory as phenomenological, temperature-dependent
constants[8], but they can also be derived from microscopic
theory using the time-dependent Gor’Kov equations[7]. A
useful consequence of this derivation is that these parameters
can be directly related to experimentally observable proper-
ties of the material in question. The material dependencies
we use are given by Kopnin[9]:

𝛼(a(0), 𝑇𝑐 , 𝑇) ≈ a(0)
(
1 − 𝑇

𝑇𝑐

)
(6)

𝛽(a(0), 𝑇𝑐 , 𝑇) ≈
7Z (3)a(0)

8𝜋2𝑇2
𝑐

(7)

Γ(a(0), 𝑇𝑐) =
a(0)𝜋ℏ

8𝑇𝑐
, (8)

where a(0) is the density of states at the Fermi-level, 𝑇𝑐 is
the critical temperature, 𝑇 is the temperature, and Z (𝑥) is
the Riemann zeta function. It is also worth noting that 𝛼 < 0
corresponds to the superconducting state whereas 𝛼 ≥ 0
corresponds to the normal state; 𝛽 is strictly positive.

The TDGL equations are not without their limitations.
They are only valid for gapless superconductivity, as gapped
superconductors have a singularity in their density of states
which prevents expansions in powers of the energy gap[10].
Additionally, the equations are only quantitatively valid near
the critical temperature. The first of these conditions can
be avoided with the use of a generalized version of TDGL

first proposed by Kramer and Watts-Tobin[11]. Future work
could include the use of this generalized TDGL; however, it
should be noted that Proslier et al.[12] observed a broadening
in the density of states due to Nb oxides leading to a gapless
superconducting surface layer in certain Nb SRF cavities.
Gurevich and Kubo[13, 14] later showed that under typical
SRF operating conditions and material compositions, there
is a generic broadening of the density of states and lowering
of the gap, which further justifies the use of TDGL for SRF
applications.

Dissipation in TDGL
When simulating SRF materials, dissipation is often a

physical quantity of interest. Under TDGL, a formula for
dissipation can be derived by considering the time derivative
of the free energy and the free energy current flux density.
A more detailed derivation is found in Kopnin[9], but we
quote the final result for the dissipation 𝑊 here:

𝑊 = 2Γ
����( 𝜕𝜓𝜕𝑡 + 𝑖𝑒𝑠𝜙𝜓

ℏ

)����2 + 𝜎𝑛E2. (9)

The first term above corresponds to the superconducting
dissipation arising from the relaxation of the order parameter.
The second term is the dissipation of normal currents which
are largest near the surface where magnetic field can still
appreciably penetrate.

It is worth considering how this expression for the dissi-
pation is related to existing theories of RF power loss and
surface resistance. The first term in Equation 9 is associated
with the dissipation due to the rate of change of 𝜓 in the
vortex state. In the meissner state this term is small, but it
becomes large in the mixed state when there is vortex motion.
A dissipation of this form is similar to that proposed by Tin-
kham[15], who suggested the vortex dissipation should be

proportional to
(
𝜕𝜓

𝜕𝑡

)2
. The additional term within the paren-

thesis in Equation 9 is a result of the gauge invariance of
TDGL. The second term in Equation 9 can be directly related
to the phenomenological “two-fluid model," which was first
proposed by Gorter and Casimir[16] in 1934 and was applied
by London[17] later that year to calculate the power loss of
a superconductor. The two-fluid model approximates the
electrons of the system as consisting of two non-interacting
‘fluids’: the superconducting electrons, in the form of cooper
pairs which carry lossless supercurrent, and the normal elec-
trons, which exist as thermally excited quasiparticles that
produce typical dissipative currents. Under the two-fluid
model, the normal fluid losses produce dissipation[18, 19]
𝑃 ∝ 𝜎𝑛𝐸

2, which is identical to the second term of the
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TDGL expression for superconducting dissipation. For AC
applied currents, the electric field is proportional to the fre-
quency and magnetic field, 𝐸 ∝ 𝜔𝐻, meaning that overall
the power loss will be of the form 𝑃 ∼ 𝜔2𝐻2. In the low fre-
quency and low field limit, the well known “BCS resistance"
originally calculated by Mattis and Bardeen[20] as well as
independently by Abrikosov, Gor’Kov, and Khalatnikov[21]
reduces to the form[13, 22]

𝑅𝑏𝑐𝑠 ≃
𝜔2

𝑇
𝑒

−Δ
𝑘𝐵𝑇

where Δ = 1.76𝑘𝐵𝑇𝑐 is the superconducting energy gap[9].
Noting that RF power loss is given by

𝑃 ≃ 𝑅

∫
𝐻2,

where 𝑅 is the surface resistance, we can see that our calcu-
lated expression for the normal state dissipation is in good
agreement with the BCS prediction in the low frequency and
field limit. It is important to note, however, that the BCS
predictions outside of this regime will likely do a better job
of matching experiment.

Determining Microscopic Properties
Using the framework from the previous section, the TDGL

equations are capable of capturing materials features present
in realistic samples and cavities. In particular, this method
provides an effective approach to model defects in a dynam-
ical environment. Experimental data can be used to deter-
mine suitable values for 𝛼 and 𝛽 in the bulk of materials, but
a significant advantage of our framework is the connection
between these TDGL parameters and well-defined, micro-
scopic quantities such as a(0) and 𝑇𝑐 . These measurable
quantities can also be calculated using density-functional
theory (DFT) which provides the advantage and capability
of capturing spatial variations of these parameters that can
fluctuate on a microscopic level. Local densities of states are
straightforward to compute in DFT, providing local values
for a(0) and superconducting quantities such as 𝑇𝑐 are calcu-
lated by applying Eliashberg theory within a DFT framework
and directly calculating electron-phonon coupling from first
principles. Further information regarding the details and
results from the DFT calculations used here can be read in
Ref. [23].

Finite Element Formulation
In this paper we solve the TDGL equations in 3D via a

finite element method proposed by Gao[24]. We choose the
popular temporal gauge which sets the scalar potential 𝜙 = 0
(see Du[25] for a more detailed overview of gauge choices
for TDGL). All computations in this paper were done using
the open source software FEniCS[26].

RESULTS
The distribution of nucleation sites can greatly influence

the size and location of hydrides. To illustrate this, we con-
sider a simple classical model of hydride nucleation, which

begins with a uniform concentration of free hydrogen inter-
stitial impurities and an exponential profile of nucleation
sites. In this model, hydrogen atoms freeze if they arrive
at a site adjacent to a nucleation site, or if they arrive at a
site adjacent to a frozen hydrogen interstitial. To model a
niobium surface which has been impurity-doped to some
degree, we take the concentration of nucleation sites to be
simply proportional to the concentration of impurities. Fig-
ure 1 shows the results of this model. We find that a shallow
doping depth results in large hydrides near the surface, while
a deeper doping depth results in much smaller hydrides near
the surface. Generally, hydride size is inversely proportional
to nucleation site concentration, as expected.

Figure 1: Qualitative simulations of hydride nucleation for
different exponential nucleation site distributions, from shal-
lowest (left) to deepest (right).

To see whether an impurity-mediated change in nucleation
site distribution can accurately explain the effect of low-T
bakes on cavity performance, we use density-functional the-
ory to calculate material properties of hydrides [23], and then
we perform time-dependent Ginzburg-Landau (TDGL) the-
ory simulations of hydride dissipation, the results of which
are detailed in this section.

We find that hydrides have a low-field state in which they
dissipate more energy per unit volume than the supercon-
ducting niobium, resulting in a lower low-field quality factor
𝑄0. This dissipation is simply the result of normal currents
of Bogoliubov quasiparticles moving through a material of
finite resistivity; it does not cause any noticeable Q-slope,
and for realistic hydride concentrations the overall effect on
dissipation is small.

We find that hydrides have a fundamentally different high-
field state in which a more complicated dissipation mech-
anism occurs, involving penetration of flux vortices. The
transition from the low-field state to the high-field state is
associated with an abrupt increase in calculated energy dis-
sipation, or an abrupt onset of Q-slope, at a critical value of
the peak magnetic field. Vortex penetration occurs because
the proximity-coupling effect affects the superconducting
properties of the niobium surface above a sub-surface hy-
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Figure 2: Simulations of superconducting order parameter
at zero field (top), showing a weak spot at the surface, and
at high field (bottom) showing flux vortex entry.

dride. This creates a weak spot where flux vortex penetra-
tion can occur at fields significantly below the superheating
field (Fig. 2).

Figure 3: Calculated vortex entry field as a function of hy-
dride radius for hydrides at different depths.

Dissipation from hydrides in the vortex state, unlike dis-
sipation from hydrides in the non-vortex state, is highly
field-dependent. This can be explained in part by the fact
that, as the field increases beyond the critical field for vortex
entry into the hydride, the fraction of the RF cycle at or
above this critical field increases rapidly, thus increasing
the length of time per cycle that vortex-related dissipation
occurs. Additionally, we find that the number of vortices
entering a hydride increases with increasing field, further
increasing dissipation. Together, these effects result in a
steep Q-slope beyond the critical field for vortex entry.

Hydride size and proximity to the surface play a cru-
cial role in determining the critical field for vortex entry
into the hydride (Fig. 3). Therefore, the distribution of hy-
drides has an important effect on cavity quality factor at high
fields, specifically by altering the adverse high-field Q-slope
(HFQS) behavior. Our results indicate that modest changes

Figure 4: Calculated hydride dissipation as a function of
field for hydrides at different depths (from shallowest at
upper left to deepest at lower right) and of different sizes
(different colored lines in each plot).

to the characteristic size of near-surface hydrides can explain
experimentally observed changes in the onset field of the
high-field Q-slope (Fig. 4) [4].

CONCLUSIONS
In general, we expect that in a realistic surface with a

distribution of hydride sizes and positions there will be a
somewhat gradual transition from low-field behavior with lit-
tle to no Q-slope to high-field behavior with a steep Q-slope
at fields where "typical" near-surface hydrides transition
into the vortex state. This is in excellent agreement with
experimental Q-slope measurements in low-T baked cavities,
as well as measurements in "clean" cavities which do not
undergo baking and have very low impurity content. Mea-
surements on cavities with very low impurity content, or with
a relatively short exponential doping profile, clearly show
a low-field state with little Q-slope followed by a distinct
HFQS state. As other researchers have pointed out, the onset
field of HFQS is directly related to impurity doping [27].
The observed trend is consistent with our model if the char-
acteristic size of hydrides is indeed inversely proportional
to impurity concentration. We emphasize that this is subtly
different from the mechanism researchers had previously
proposed, in which impurities trap near-surface hydrogen
and prevent hydride formation. While it is unlikely that im-
purities can trap enough hydrogen to completely eliminate
hydride formation, our results show that it is not necessary to
entirely eliminate hydrides in order to eliminate the HFQS.
It is only necessary to eliminate large hydrides which tran-
sition into the vortex state significantly below the niobium
superheating field. Therefore, counter-intuitively, creating
more hydride nucleation sites near the surface can have a
beneficial effect by decreasing the characteristic size of hy-
drides.
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